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1 Introduction

The Janesville Assembly Plant produced its final car for GM on December 23, 2008.> In
the following months and years, large numbers of workers lost their jobs. Though a large
factory stood empty and many people were willing to work for low wages, no new company
moved in to offer lower wages and employment opportunities. Instead, the area experienced
high unemployment and growing poverty for years afterwards. This is not an isolated case.
Autor et al. (2013) report widespread declines in employment, often larger than the declines
in manufacturing employment, in regions of the United States that compete directly with
Chinese goods. North Hickory, NC, Durham, NC, Charleston, SC, and many other cities all
saw a steady surge of Chinese imports that directly competed with their own traded output
for more than a decade and suffered for it.

In the case of the China shock, there is now a large literature that has shown how it
affected, not only labor markets, but also mortality (Pierce and Schott, 2020), political be-
liefs (Autor et al., 2020; Che et al., 2022), marriage rates (Autor et al., 2019), and many
other outcomes. Sophisticated trade and geography models have been developed to evaluate
the average incidence of the shock as well (Galle et al., 2017; Caliendo et al., 2019). But
surprisingly little has been said about how the national government should have responded.
Should the government encourage people to leave, to find jobs elsewhere? Should the gov-
ernment provide funds to help reinvigorate the region? Do the answers differ in the short-
and long-run? Does it depend on the nature of the shock? The goal of this paper is to
provide a normative framework to help address these questions.

To set the stage, I first show that the government does not sit idle in response to regional
increases in unemployment. Instead, national and state governments transfer money to
regions after a shock through a variety of tax and transfer programs, including unemployment
insurance and a progressive income tax. I then turn to assess how these transfers may improve
welfare, both analytically and quantitatively. Analytically, I provide a sufficient statistic for
the optimal place-based transfers in response to a shock that is heterogeneous across regions
and then derive qualitative results on how the transfers change with time and the nature of
the shock. Quantitatively, I calibrate a dynamic economic geography model to the United
States and compare the fully optimal transfers in my model to the observed policies.

The starting point of my analysis is that wages may not fully adjust after demand for labor
in a region goes down, leading to involuntary underemployment. Since economic conditions

may vary across regions, monetary policy is not sufficient to put everyone back to work, but

1See Goldstein (2017) for a moving account of what happened to Janesville, Wisconsin after the factory
closed.



place-based transfers may help. I first formalize this idea in the context of a two-period
economic geography model with fully rigid wages. I model all transfers as explicitly place-
based to capture the key trade-off in designing policy, but I discuss how the results apply
more generally to place-biased policies as well. I set up the second-best planner’s problem
where workers are free to live where they would like (subject to migration frictions) and the
planner can tax or subsidize certain areas. While the planner cannot directly move people,
it can indirectly influence where people want to live by making certain regions more or less
attractive with transfers.

In addition to their direct redistributional effects, place-based transfers have two macroe-
conomic effects: a stimulus effect and a migration effect.? The stimulus effect comes from
the fact that people spend disproportionately on goods and services near them, and so giving
a region money will increase demand in the local area. When wages are rigid, there will be
an aggregate demand externality leading to first order welfare benefits, as emphasized by
Kenen (1969) and formalized by Farhi and Werning (2017). All other things equal, trans-
ferring money from a booming area to a busting area will cool down the booming economy
while heating up the area in a recession, efficiently putting people back to work.

The migration effect emerges because transfers influence where people want to live. If the
government gives tax breaks to people living in an area, other people will be more likely to
move there, and people already living there will be less likely to move out. When output is
demand-determined because wages are sticky, this movement of people will have an important
impact on underemployment. Each region produces some traded goods for the country and
the amount demanded is independent of local spending and population. Consider the GM
factory in Janesville. With sticky prices, it needs to build a certain number of cars to meet
the demand of the outside world. It only needs a certain number of man-hours to do that.
In the short run, that will not adjust so movement of people in and out of the region will
change the population without affecting employment in the traded sector. This force implies
that, if anything, the federal government should tax hard-hit areas to encourage people to
find jobs somewhere else.

I derive three analytical results that demonstrate how the migration and stimulus effects
interact to shape optimal place-based policy. First, I consider what fiscal transfers should
be in a small region that just had a negative shock to the demand of its traded output,
like Janesville. Starting from a point with no transfers, a transfer to Janesville improves
macroeconomic stability if and only if the local multiplier is larger than per capita earnings

multiplied by the semi-elasticity of population to a transfer (holding fixed labor supply);

2The redistribution effect will not be the focus of my analysis here. See Gaubert et al. (2021) and Donald
et al. (2023) for in depth discussions of how place-based policy can be used for redistribution.



thus, the optimal transfer could be a tax. This might seem counterintuitive since, when
there is no migration, transferring money to a region in a recession always helps stimulate the
economy, improving welfare. One might have thought that allowing migration would simply
mute that effect. In fact, the migration effect can overturn that result, making a place-based
transfer counterproductive. This is because government transfers directly increase the utility
of living in a location, independent of the stimulus effect, and that increase in utility leads
to migration which reduces the employment rate. Therefore, the fully optimal transfer could
be positive or negative, depending on the local multiplier and the migration semi-elasticity.

While the previous result provides a clear cut-off to weigh the relative strength of the
migration effect versus the stimulus effect, in practice many demand shocks do not hit
only one region. Instead, they are spatially correlated. My next result considers what the
spatial nature of the shock implies for the optimal transfer. I find that if migrants to and
from Janesville disproportionately come from and to areas that are in a recession, then the
optimal transfer is larger than that suggested by the local multiplier and the migration semi-
elasticity. That is due to the migration effect. If workers disproportionately leave areas in
a recession to go to Janesville, that might hurt the recession in Janesville, but it will help
the areas that those workers left. Therefore, considering Janesville in a vacuum misses an
important effect. When demand shocks are correlated, there might be more scope for the
national government to use transfers to stimulate an entire area.

My final analytical result considers the effects of dynamics on the optimal place-based
transfers. In particular, I show that the transfer to Janesville in period 2 is lower than that
suggested by the local multiplier and the migration semi-elasticity. This is due to a dynamic
migration effect. One might have thought that transfers in the second period would have the
same trade-off between the stimulus effect and the migration effect, but because people have
more time to move, the migration effect is stronger and so the optimal transfer is smaller.
That is not the full story because period 2 transfers not only affect where people live in
period 2, but also period 1. If the government has made it clear that it will tax households
that are in Janesville in period 2, households that have the opportunity to leave in period
1 will do so. Thus, the planner can encourage out-migration in period 1 without losing
stimulus.

In the quantitative portion of the paper, I develop a dynamic New Keynesian economic
geography model to derive the quantitative implications for optimal transfers in response to
two different demand shocks, an idiosyncratic one, like Janesville, and the China trade shock.
To do so, I move to a continuous time, parametric version of my theoretical model where
wages are only partially rigid, due to a standard Calvo friction, and there are finite trade

costs in the traded sector, in order to capture realistic geographic features of the US economy.



In contrast to the leading dynamic economic geography models studying the response to the
China trade shock, I calibrate the model to the 722 commuting zones in the continental
United States rather than the states to assess the effectiveness of transfers for fighting the
local recessions that arise in each of the distinct labor markets of the US. I then match
observed trade flows between states, observed migration flows between commuting zones,
and economic activity at the commuting level. Despite the rich geography, large number of
locations, along with the forward looking migration and wage dynamics, I am able to solve
for the optimal time-varying spatial policy using a quadratic approximation to the social
welfare function and linear approximation to the constraints.

I then consider what optimal fiscal transfers look like in the aftermath of an idiosyncratic
demand shock. Comparing the optimal policy to observed policy, fiscal transfers should
be more than 3 times larger immediately after the shock to efficiently put households back
to work. However, those transfers should then more quickly scale back. I find that the
government should give less transfers to households than that suggested by redistributive
motives in commuting zones 10 years after the shock to encourage out-migration. Observed
policy gets only 47% of the welfare gains of optimal policy over no policy at all. T also find
that making unemployment insurance more generous after a commuting zone-wide shock
could get much of the welfare gains. Thus, perhaps the US government should consider
making the special unemployment benefits that workers have access to in times of high
unemployment more generous, not just longer lasting. Alternatively, the local government
could engage in its own fiscal stimulus, borrowing money to jump start the economy, and
paying it back over the period 5-15 years after the shock.

Finally, I revisit how the national government could have used place-based policy to
fight against the local recessions that resulted from competition with Chinese exporters. If
the planner had anticipated how bad the China shock was going to be, the planner should
have gradually ramped up transfers towards those region directly affected until the peak
of the China shock. That is because, before the China shock peaks, the planner wants
to decrease the population so that they are not around when the worst of the recession
happens. Balancing that against the stimulus effects leads to slowly increasing transfers.
After the peak of the China shock, the optimal transfers slowly fall towards their long-run
redistributive levels, never falling below them, suggesting the migration effect has a smaller
influence with this spatially correlated shock. Transfers to nearby regions are especially
effective since they stimulate the commuting zones that were hit, while encouraging workers
to leave relatively worse hit regions.

The rest of the paper is structured as follows. There is a short Related Literature section

below where I mention a number of papers related to the current study. In section 2, I



present descriptive facts about how government transfers in the United States respond to
unexpected increases in local unemployment. I present a two-period economic geography
model with wage rigidity in section 3, before analytically characterizing the optimal policy
and teasing out the implications in section 4. The continuous time version of this model
used for quantification is in section 5. I show what the model implies for optimal policy in
response to an idiosyncratic demand and compare it to observed policy in section 6, and
then I demonstrate what model implied optimal policy is in response to the China trade
shock in section 7. I give some concluding remarks in section 8. All proofs of propositions

are in the appendix.

Related Literature

This paper most directly contributes to the literature on placed-based policy. The litera-
ture has identified two motives for place-based policy: redistribution and efficiency. Gaubert
et al. (2021) and Donald et al. (2023) both discuss the redistributive reasons for policy. On
the efficiency side for policy, Abdel-Rahman and Anas (2004), Wildasin (1980), Fajgelbaum
and Gaubert (2020) and Kline and Moretti (2014) all study how optimal spatial policy could
correct for agglomeration externalities. More closely related to this paper are those studying
labor market distortions. Austin et al. (2018) shows that if the employment elasticity differs
between regions, government policy should vary across the US. Kline and Moretti (2013) find
optimal place-based policy when finding a job is subject to search and matching frictions,
and Bilal (2023a) considers a similar setting where heterogeneous firms sort across markets.
I contribute to this literature by considering how place-based policy can fix distortions in
the local labor market when wage rigidity prevents workers from working as much as they
would like. I show that the implications for optimal policy are different and the timing of
the transfers play an important role.

My paper also contributes to a large literature studying how regions respond to idiosyn-
cratic shocks. Blanchard and Katz (1992) and Yagan (2019) study how states respond to
shocks that are not uniform across the US. Autor et al. (2013), Topalova (2010), and Dix-
Carneiro (2014) all study how regions respond to trade shocks. A growing dynamic trade
and economic geography literature tries to quantify the welfare impacts of such trade shocks.
Galle et al. (2017) and Caliendo et al. (2019) are two such neoclassical examples. Lyon and
Waugh (2019) consider the welfare implications when households have imperfect savings
tools. My paper differs primarily in focus. I am mostly interested in the normative question:
what should the government do to fight the local recessions that arise from the shock? Thus,

I differ from much of the literature by modeling more granular geography (commuting zones)



and modeling sticky wages so that I can consider optimal policy without being subject to a
Lucas critique.

In emphasizing the role of wage rigidity, I also relate to a growing literature studying
the role of wage rigidity in regional responses to trade shocks. Rodriguez-Clare et al. (2020)
show that downward wage rigidity can account for the employment response to the China
trade shock. Kim et al. (2023) show that downward wage rigidity plus currency pegs play
a key role in explaining the large impact of the China shock. Costinot et al. (2022) studies
the effect of the collapse of trade between Finland and the USSR on worker outcomes and
rationalizes some of the results with a model of wage rigidity. This builds on a large macro
literature that has found significant evidence for sticky wages for both employed workers
(Grigsby et al., 2021) and new hires (Hazell and Taska, 2020).

In focusing on using place-based policy to fight local recessions, I build on the themes
and ideas in the Optimal Currency Area (OCA) literature. This literature has emphasized
a number of important features of successful currency unions like factor mobility (Mundell,
1961), trade openness (Mundell, 1961), fiscal integration (Kenen, 1969), and financial inte-
gration (Mundell, 1973). My paper can be viewed as formalizing the results from Kenen
(1969) when there is significant factor mobility as expressed by Mundell (1961).

Within this literature, my paper is most closely related to Farhi and Werning (2014,
2017). Farhi and Werning (2017) consider what optimal fiscal policy should look like in
a currency unions when people are stuck in a location. I show that some of the results
are overturned when there is significant factor mobility. Like the present paper, Farhi and
Werning (2014) allows for factor mobility in a currency union. However, Farhi and Werning
(2014) compares equilibrium migration to the migration a planner would enact if the planner
could directly control where people live, hence they have nothing to say about place-based
policy. My paper takes as given that people can live where they want and then solves an

optimal reallocation of funds exercise.

2 Local Recessions & Transfers: Motivating Facts

I start by reviewing the key tax and transfer programs in the United States that work as
automatic stabilizers—transferring money towards regions that are in a local recession—to
show that the United States currently uses transfers to help hurting regions. For the most
part, these are are not explicitly place-based. Instead, they end up biased towards regions
in a recession because what they target varies with local recessions. However, they still play
an important role in regional macroeconomic stability.

I then describe how these programs respond to the typical local recession. To do that, I



plot the impulse response function of each program to an innovation in unemployment in a
commuting zone using local projection methods.® In the theory and quantitative section, I
then describe the features of the fully optimal transfers so that I can assess how the various

programs measure up to the fully optimal transfers.

2.1 Data

I gather data on the important tax and transfer programs within the US from various
sources. All data are reported at the county level which I then aggregate up to the 1990
commuting zones of Tolbert and Sizer (1996) following Autor and Dorn (2013). Additional
details are in Appendix A.

Local Area Unemployment Statistics (LAUS). I use data on local unemployment
from the Local Area Unemployment Statistics, managed by the US Bureau of Labor Statis-
tics (BLS). The LAUS provides unemployment and labor force counts by county every year
from 1990 to 2022. For large counties,* the BLS construct employment estimates by smooth-
ing out responses from the Current Population Survey (CPS). For smaller counties, the BLS
uses an approach known as the Handbook method which combines the Current Employment
Statistics and the Quarterly Census of Employment and Wages to find non-farm employ-
ment with the American Community Survey to capture other employment. Unemployment
combines information from the Unemployment Insurance system with BLS estimates of the

number of unemployed who no longer qualify for benefits.

Regional Economics Accounts (REA). [ usedataon government transfers for the years
1990 to 2022 by county from the Regional Economic Accounts, maintained by the Bureau
of Economic Analysis (BEA). It provides information on total current transfer receipts from
the government to each county. I then consider four important sub-categories of transfers:
unemployment insurance (UI) transfers, income maintenance (IM) transfers, retirement and
disability (ret+dis) transfers, and medical (med) transfers. Together these programs account
for 92% of the government transfers.

UI transfers include the state run unemployment insurance payments, the special ben-
efits from the national government, and trade adjustment assistance, along with other un-

employment programs. The state run unemployment insurance programs typically offer

3These methods were pioneered by Jorda (2005) and have become a standard tool for macroeconomists
looking to describe impulse response functions. See Jorda and Taylor (2024) for a review.

4Los Angeles County, New York City, Chicago-Naperville-Arlington Heights, Cleveland-Elria, Detroit-
Warren-Dearborn, Miami-Miami Beach-Kendall, and Seattle-Bellevue-Everett



unemployment insurance payments for the first 26 weeks after being laid off though exact
eligibility depends on the state and person. The special benefits from the national govern-
ment are explicitly place-based. In particular, when states see elevated unemployment, the
federal government Extended Benefits program can offer an additional 13 weeks of insurance
payments to workers.

IM transfers consist primarily of the Earned Income Tax Credit (EITC), Supplemental
Nutrition Assistance Program (SNAP) benefits, and other benefits programs. These are
programs targeted towards families in need. SNAP benefits are available for low income
households to help afford food. Exact benefits and eligibility depends on the state. EITC
benefits go to low- to moderate-income working households. The other benefits programs
include the Special Supplemental Nutrition program for Women, Infants, and Children,
family assistance, and other tax credits.

I include Supplemental Security Income (SSI), Social Security benefits, and other re-
tirement and disability payments like pensions and workers’ compensation in the ret+dis
transfers category. The SSI program is available to anyone who is disabled and falls below a
certain level of income, while a person qualifies for Social Security Disability Insurance only
if they have worked for long enough. If going on disability responds to job opportunities,
these programs could respond to job opportunities in a commuting zone. Workers could
also take an early retirement if they lose a job to start taking retirement payments through
pensions or Social Security retirement benefits.

Finally, med transfers include Medicare payments, Medicaid payments, and military med-
ical insurance benefits. Medicaid benefits can respond to local conditions if a worker loses
income and starts to qualify for Medicaid. One can also qualify for Medicare early with a
disability so that medicare transfers can also respond to local conditions, even independent

of changing demographics.

Statistics of Income (SOI). The Statistics of Income is managed by the Internal Revenue
Services (IRS). It reports national income tax, state and local taxes, and tax credits by county
using the address reported on the individual income tax returns. This is available by county
for the years 2010-2022. These taxes also can serve as automatic stabilizers as when earnings
decrease, households also have to pay less in taxes. This means that net income does not
fall as much as earnings do. In the following regressions, I remove tax credits as they are

included in the government transfer programs.



2.2 Transfer Impulse Response

Having summarized the various tax and transfer programs, I next plot how the gov-
ernment responds to unemployment innovations in a commuting zone. I model income of
households in commuting zone n at year t, I,;, as

e, T
Int = Xnt t Tot — Thes

where X,,; is earnings per capita, 75 is total government transfers per capita, and 77, is total

paid in taxes per capita. Then, to log first order around a steady state with no net transfer,

A

Ly = Xt + /’LG%nGt —u' 7,
where hats denote log deviations from steady state and p¢ and p” denote the average
value of government transfers relative to earnings and total taxes relative to earnings across
commuting zones. In the following regressions, I plot all estimates normalized by p.

I first analyze how much money the government sends to the region through various
public assistance programs in response to an innovation in local unemployment. I then turn
to income tax payments to see how much less money the government collects in taxes from
the region. Throughout, I will normalize the results to correspond to a 10 percentage point
jump in unemployment.

Using 7,,; to denote the size of the transfer per capita in commuting zone n year t, my

main specification is:

L
108 Totsn = Brtins + Y2 + 7§(n)t + Z A ez + 8 log OldShare, 4, + €5,,,

L=1
where " and % are commuting zone and state-year fixed effects respectively, u,; is the
unemployment in commuting zones n year t, and OldShare,; is the share of adults in the
commuting zone over 65. Since retirement makes up a large component of the transfers,
controlling for the share of people over 65 removes the mechanical increase in transfers that
would occur as working age people leave the commuting zone to find work elsewhere and
retired people stay.” Controlling for lagged unemployment wu,,,_; controls for the expected
path of unemployment, so that ) identifies the impact of an innovation in unemployment

at time ¢ on the outcome h years later. I use L = 2, though including more (or less) lags

5T include a graph of the change in public assistance programs without controlling for the old age share
in Appendix A.4.
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Figure 1: Government Transfer Impact on Log Income

Note: Panel a and b plot local Jorda projections of log public assistance programs and log decrease in taxes
paid in a commuting zone on innovations in local unemployment, respectively. Results are normalized to
correspond to a jump in unemployment of 10 percentage points and the share of income that comes from
the respective program. Bands indicate 95% confidence intervals clustering on state.

does not materially affect the results. I include impulse response functions for employment,
unemployment, earnings, wages, and population in Appendix A.2.

I plot the estimates of (, for current government transfers in Figure la. I find that
on impact, these transfers spike to increase total take home pay by almost 3% of original
earnings. The size of the transfers then slowly decrease over the next 15 years. I run the
same regression for the four subcategories of current government transfers and plot them
on the same figure. Ul transfers jump immediately after an increase in unemployment
and slowly fall back towards their steady state level in less than 10 years. IM transfers
build slowly, peaking 5 years after the sudden increase in unemployment, though they are
never quantitatively important. The ret+dis transfers follow a similar time path as the IM
transfers. By contrast, most of the increase in transfers, especially in the later years is driven
by an increase in med transfers. In Appendix A.3, I show that most of the early increase
in medical transfers is driven by medicaid while medicare and medicaid contribute evenly in
the long run. In Appendix A.4, I plot the public assistance transfers not including controls
for old age and find, consistent with Autor et al. (2021), a much larger portion of income is
made up by ret+dis transfers. These transfers suggest that, over the years I have data on

taxes, government transfers make up 14% of the lost earnings.
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I plot the Jorda projection for less taxes paid in Figure 1b, controlling for only one lag of
unemployment so that I can get a longer time horizon. I find that taxes increase by around
0.03 log points immediately after the shock and remain there for all years I have data. This
is primarily driven by changes in the national income tax, as shown, though local and state
taxes play a small role. This decline in taxes makes up around 15% of the lost income. Thus,
in total, taxes and transfers make up around 30% of income lost in a local recession over
the first 10 years. This is consistent with Feyrer and Sacerdote (2013) who find that current

transfers between states make up 25 cents of every dollar of state-wide income shock.

2.3 Taking Stock

In line with what Autor et al. (2021) find in response to the China trade shock, the
government transfers large amounts of money to regions that experience a large increase
in unemployment through a variety of tax and transfer programs. While these programs
are primarily targeted to provide redistribution for individuals, they could also play a key
role in helping to stabilize the local business cycle that arises in response to idiosyncratic
shocks. Yet, we have no framework to think about what makes transfers effective at fighting
local recessions within a country where households are free to move. Thus, it is not clear
if these transfers are beneficial or harmful. I turn to explore this issue theoretically in the

next section.

3 A Two Period Model of Local Recessions

In this section, I present a dynamic model of economic geography with local recessions. I
propose as a starting point that local underemployment may arise from the inability of wages
to adjust. To capture the economic forces in the most transparent way, I assume that wages
are perfectly rigid, workers are hand-to-mouth, and goods are either freely traded with no
trade costs or non-traded. In this setting, I can fully characterize the solution to a second
best planner’s problem choosing place-based transfers to fight the local recessions. In section
5, I will introduce a continuous time version of the same model and relax the assumptions
on fully rigid wages and no trade costs. This will allow me to quantify optimal place-based
transfers both in response to idiosyncratic shocks (in Section 6) and the China shock (in
Section 7).

For expositional purposes, I model all fiscal transfers as explicitly place-based to illustrate
the key mechanism in this section, however, as shown above, most transfers to regions in a

recession are facially place-neutral. They only end up place-biased because what they target
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correlates with local recessions. I will return to the distinction between the two in section

4.5 and in my quantitative analysis.

3.1 Environment

Consider an economy with N regions indexed by n,m € N' = {1,..., N} and two periods
indexed by t € {1,2}. Throughout, I will use subscripts to index values and superscripts to

index functions. I will then use subscripts on functions to denote partial derivatives.

Households. There is a continuum of households that I index by i € Z. T let n,(i) denote
the region where i lives at time ¢. Each household starts in a region ng(i). Then, at the
beginning of period t € {1, 2}, each household observes preference shocks for every region,
ei(1) = (£14(i),...,ene(i)) € RY. These shocks are distributed according to a continuous
cumulative distribution function that may depend on household ¢’s location at time t —
1, Gy, (). Thus, these preference shocks can include migration costs or idiosyncratic
preferences for location. The utility that household 7 gets from living in region n at time 1

and region m at time 2 is given by

Unl + Enl(i) + 5 (Um2 + ng(Z)) )

where U, is the fundamental utility of region n, and 3 € [0, 1] is the discount rate.’

Then the population of region n at time ¢, ¢,;, is given by

gnt = J IL’n,g(i):ndia (1)
T

where I have normalized the population to measure 1.
All of the households agree on the fundamental utility of a location. This fundamental

utility in region n period t is determined by a nested set of functions

Unt = Un(Cntv Hnt)7
Ont = Cn<CTnta ONTnt)a
CTnt = OT({CTmnt})7

6This general set up nests much of the economic geography literature that puts particular distributional
restrictions on €. The assumption of additive shocks distributed according to a Gumbel distribution as used
in Caliendo et al. (2019) is an explicit special case of the model. For the economic geography models that
use multiplicative shocks distributed Fréchet as in Fajgelbaum and Gaubert (2020), one can simply define a
new utility as log of the old utility. The set of Pareto optimal allocations will be the same in this transformed
economy and it will fall under my assumptions. This setup also nests the Calvo friction to migration used
by Peters (2022) as a limit case.
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where C),; is the sub-utility that a household in location n derives from consuming goods, H,,;
is her per capita hours of labor supply, C'r,,; is the consumption of a freely traded aggregate,
CNrne is the consumption of the non-traded good produced in location n, and Cr,, is the
consumption of the traded good produced in location m. I assume that U™(C, H) is twice
continuously differentiable, quasi-concave, strictly increasing in C, and decreasing in H. The
consumption sub-utilities C"(Crp, Cnryn) and CT ({Crpmn}) are both homogeneous of degree

1 and strictly quasi-concave.

Firms. In both the freely traded and non-traded sector, a representative firm produces

using technology linear in labor. That is,
)/snt = AansntEnta

where Yy, is the production of location n in sector s € {T', NT'}, A, is the productivity, and

H,,; is hours per worker in sector s, region n at time ¢.7

Market Clearing. For the labor market to clear in each location, total labor supply needs

to equal the labor used by the freely traded sector and the non-traded sector,
Hpilny = Hrplng + Hyrpglrng, for all n, t. (2)
The market for the non-traded good needs to clear market-by-market,
YnTnt = Cnrntlng, for all n,t. (3)
And demand for the freely traded good produced in location i needs to equal production,

YTnt = Z CTmnt‘gntu for all n, t. (4)

Wage Rigidity. Nominal wages in each location W,, are sticky; they are therefore pa-
rameters of the model rather than equilibrium objects. The inefficiencies in the model arise
because wages are either too high or too low given the realized demand for labor, given
preferences and technology. When wages are too high, the quantity of labor demanded of
households in a location will be below what the households would like to supply. Therefore,

those households will be underemployed relative to the first best and policy can play some

"Note that I assume that all workers in region n work the same number of hours. Employment will be
demand determined, it will therefore lead to underemployment of all workers, not unemployment of some.
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role in correcting that distortion.®

3.2 Decentralized equilibrium

Profit Maximization. Firms are perfectly competitive. They choose production to max-

imize profits taking as given wages and prices:

W,

Yt € argmax { (Psm — —) YS’} , for all s,n,t. (5)
Y! Asn

Thus, Py, = W, /A, for all t. Without risk of confusion, I drop the ¢ index on prices from

now omn.

Utility Maximization. I start by taking as given utility in each location and characterize
the household’s dynamic optimization problem. I then return to characterize the intratem-
poral problem.

Households are free to live wherever they would like. Thus, they move to the location that
provides them the most utility, however they do not know their utility shocks for period 2
when choosing their first location. Therefore, I characterize the household migration problem

using backward induction. In period 2, household 7 observes her utility shocks €5 and chooses

ns(i) € argmax Uz + €ma(i). (6)
Denote by U,» = E[max,, Upa+ema|ni (i) = n] the expected utility in period 2 of a household
who lives in location n at the end of period 1, before the idiosyncratic utility shocks €5 are
revealed. This is a function of the vector of fundamental utility levels in period 2. Then in

period 1, the household chooses her location to maximize expected utility,

n1(i) € argmax Uy + BU o + €mi(4). (7)

m

Conditional on living in location n at time ¢, households choose consumption to maximize

utility subject to a single period budget constraint as they cannot save,

Z PTmCTmnt + PNTnCNTn < Want + Tnta

81 write the model here as one with wage rigidities that are exogenously set. I could also consider a more
standard macro model with monopolistic firms that set prices of goods (or wages) before the realization of
some state of the world, but cannot change them in the ex-post stage when the state of the word is realized.
I will do this in the quantitative section. For now, note that at this ex-post stage, prices (or wages) are fixed
so there is no difference between my analysis and this alternative approach.
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where Pr,, is the price of the freely traded good produced in location n, Py, is the price
of the non-traded good produced in location n, W, is the wage paid in location n, and T},

is the per capita transfer from the government to people in location n at time ¢t. That is

{Onta CVNTmfa C’Tnt‘a {OTmnt}} € argmax {Un(cv’ Hnt)
C.CNT,CT,{Crm}

C =C"(Cr,Cnr),
Cr = CT"({Crm})

Z PTmCTm + PNTnCNT < Want + Tnt}

The nested nature of the preferences allows for the problem to be broken down into sub-
components. First note that Cr(+) is homogeneous of degree 1 and identical across locations.
Then, since there are no trade costs within the traded sector, there exists a common aggregate
price of the traded good Pr = min{Y,  Pr,Crm|CT({Crn} = 1}. In turn, the price of the
consumption aggregate C,; in each location n is P, = min{ Pyr,Cnr+ PrCr|U"(Cn7,Cr) =
1}.

Importantly, households do not choose their hours H,;. Instead, labor is completely
demand determined in each location. This creates a wedge since the marginal rate of substi-
tution between consumption and labor may not be equal to the relative price. With flexible
wages, the household would choose consumption and labor supply so that Up/P,, = —Ug/W,,.
The labor wedge is a measure of how far this first order condition is from being satisfied. I

will denote this wedge as follows:

P, UL

it =14+ ——.
Tt W, U

If an economy is in a local recession, then the household is working less than it would like.
Therefore, |Uy| will be low, leading to a positive labor wedge. On the other hand, the wedge

will be negative if the region is going through a local boom.

Government Policy. The government serves two roles. First, it transfers money between

regions. The budget constraint at period ¢ for the national government is

D T =0, for all t. (9)
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The government may set the level of aggregate demand through monetary policy. In this

simplified setup, I assume that the government can choose nominal GDP directly

Ey = PyCilyy, for all t. (10)

In a richer, dynamic model, the government would do this by setting the interest rate.

Definition 1. Given nominal GDP in each period E; and per capita transfers T,;, an equi-
librium is a set of location choices ny(i), utility levels Uy, regional population £y, prices for
freely trade goods Pr,, prices for non-traded goods Py, consumption levels Crmnt, CNTnt,

labor supplies Hy;, and output Ynrnt, Yrne, such that:

e Households choose consumption and their location to mazimize utility, (6), (7), (8);

Population is consistent with location choices, (1);

e [irms maximize profits taking prices as given, (5);

The government’s budget constraints hold, (9);

The total value of consumption is equal to nominal GDP (10); and
Markets clear, (2), (3), (4).

3.3 The Planner’s Problem

The planner chooses monetary policy F;, place-based transfers T,,;, and associated ex-
pected utilities U (i) = max, Uy, + €,1(4) + BU 2 to maximize social welfare. I assume that
social welfare is a weighted sum of utility with weight A\(i) on household i. Formally, the
planner’s problem (PP) is,

max W, (PP)
Eh{Tnt}va{U(i)}eg

where W = {_ A(0)U(i)di and & is the set of utility profiles attainable in a competitive

equilibrium, as described in Definition 1.

4 Optimal Place-based Transfers

In this section, I derive the implications for optimal place-based transfers. Before I do
that, I characterize the economy of a region n at time t as a function of monetary policy,
the population ¢,;, and the transfer from the government 7},;. This will provide intuition
for how government policies can affect regions in a recession, and also simplify the planner’s
problem. In setting this up, it will be easier to think of monetary policy as choosing the

national spending on the traded sector, Ery where Ery = Y. PrCrppilyn, rather than total
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spending. I show these are equivalent, and provide all of the proofs for this section, in
appendix B.

For all the analytical results in this section, I focus on the limit as the discount factor
B — 0. This allows me to focus on the static implications for policy in the first period
without worrying about the second period. Then, in the second period, I illustrate the
dynamic implications of policy while ignoring feedback effects of the first period back on the

second period. I will dispense with this limit assumption in my quantitative analysis.

4.1 Preliminary: Characterizing Hours & Utility in Equilibria

In this section, I characterize hours and utility in a location m period ¢ as a function of
monetary policy Ery, the transfer 7,,;, and population /,,;. The characterization proceeds in
two steps. I start by solving the consumption decision of households in each location sum-
marized in equation (8). I then find what hours worked is consistent with those consumption
choices and government policy.

Since prices are fixed and the consumption aggregator over the traded output of each
location is homothetic, the consumption decision (8) implies that households spend a fixed

proportion ¢,, of their traded expenditures on the output of location m, i.e.

PTmCTmnt = QmeTCTnt‘

Multiplying by the population in location n, ¢,;, and summing across all locations we find,
from the market clearing condition for traded production (4), that total spending on the

traded output of location m is a fixed share of traded output,

PTmYmt = ¢mETt'

Total labor earnings in location m, W;Hpp, is then that spending on traded output
plus spending on the non-traded good. Again from the consumption decision (8), spending
on the non-traded good is simply a fixed share of total income «,,, and total income is labor
earnings W,,, H i, plus the transfer from the government 7,,,.4,,;, therefore, by the market

clearing for non-traded goods (3),
Py Ynrmt = am (W Hptlme + Tonilone) -
Then using the market clearing condition for labor in region m (2),
W Hilimt = OmEors + 0y (Wa Hytlnt + Tl ) -
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This defines hours worked as a function of monetary policy Er;, population ¢,,;, and the

transfer from the government 7,,;. In what follows, I define this function as,

1 ¢mET 1 (07%%
H™(Ep, 0,T) = - T]). 11

(Br, 6,T) Wm<l—am€+1—am (11)
I also define an indirect utility function for households in location m only as a function of the
transfer 7},; and hours worked H,,;. Substituting in that real consumption is total earnings
W, H plus the transfer T" divided by the price level P,,, I find that

V™ (H,T)=U <PmH+Pm,H>. (12)

The derivatives of the two previous functions, H™ and V™, will play a crucial role in
my characterization of optimal place-based transfers. I formally describe them in the lemma

below.

Lemma 1. The derivatives of the hours worked function are

oH" 1 ¢, Er 1 JH" 1 ¢,bp1 JH" 1 (13)
dlogEr  Wyl—oa, ¢ dlogl  Wyl—oant 0T  W,l—o,
The deriwatives of the indirect utility function are
ovn Uk ovr  UA
= W,~Cr.: = ZC 14
om ~ "B, T T P, (14)

First, consider how E7 shapes the hours worked H™, as described in equation (13).
When the central government heats up the entire economy by increasing spending in the
freely traded sector, the households in each location will work more in the freely traded

sector > (0. However, at the same time, they will get more money, and they will

want to spend that money on traded and non-traded goods. This will increase demand for
the local non-traded good, increasing the labor supplied to that sector leading to a feedback
loop. The size of that feedback loop is summarized by the proportion of spending on the
non-traded good, «a,,. What this means for the utility V™ of households in region n depends
on whether the location is in a boom or bust. If it is in a bust (7,,; > 0), then the households
there value the opportunity to work more and earn more money, ‘9&% > 0, as shown in (14).
On the other hand, if the labor market is already hot, household utility will decrease from
having to work even harder.

In this model, migration ends up having a similar effect on hours worked and utility as

does an increase in the level of expenditures on freely traded goods, as can also be seen from
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equations (13) and (14). Suppose that more people move to location n. The demand for the
traded output of the location remains the same, which means they cannot start producing
more. Instead, every households needs to reduce the number of hours they are working so
that the total number of hours worked at a location remains the same when including the
extra workers. Then the feedback loop leads to reduced hours per household in the non-

traded sector as well, % < 0. The effect on utility then depends on the labor wedge of

(14). If the area is in a recession, workers leaving will increase the utility of those left behind

because those left behind can work and earn more, since a(;/_H" > 0.

Direct monetary transfers from the government behave very differently. In particular,
they provide a direct utility benefit by increasing consumption of the traded goods (14) on
top of the stimulus effect (13). Whether the increase in hours increases utility depends again
on the state of the economy. If the economy is in a recession (7,; > 0), then the social value

ov™ oH™
o0H 0T

are positive externalities from spending more. If the economy is already booming (7,; < 0),

of an extra dollar is higher than the marginal utility of income, % + > %‘, and there
then working more will hurt the residents and the total benefit from a transfer is smaller

than the private internalized benefit.

4.2 The Simplified Planner’s Problem

Having characterized hours and utility as a function of monetary policy E7p;, transfers
T,:, and population ¢,;, I now restate the planner’s problem in a simplified form that only
includes the government’s policy (Er; and T},;), and the fundamental utilities and population
in each region (U,; and ¢,;). To do that, I need to bring in what fundamental utility means
for households’ migration decisions and include the government budget constraint.

I define the expected utility in period 2 of living in location n in period 1 as Un2({Um2}) =
E[max,, U2 +€ma|n1 (i) = n]. Then, to make the formula slightly more compact, I introduce
the notation U, (i) = Uny + €,1(i) + ﬁUnQ({Umg}). The simplified planner’s problem is as

follows:

max MY 1 e e T (Ut (4)di SPP
{Unl(i)}7ETta{Tnt}v{Unt}1{ént}L ( ); =are m Um0 ( ) ( )

such that utility is given by the indirect utility functions derived in section 4.1,
Umt = Vm (Tmt7 Hm (ETt7 gmh Tmt)) fOI' all m, t, (15)
population in period 1 is consistent with free mobility, (1), (7),

by = 0" ({Uy}) for all n, (16)
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where ("' ({U,,1}) = P[n € arg max,, U, |; population in period 2 is consistent with location

choice in period 1 and free mobility (1), (6),

ng = Zgnlﬂ’nm ({UkQ}) for all m, (17)

where ™" ({Ug2}) = P[m € argmax; Ups + €x2|n1(i) = n]; and the government budget
constraints hold, (9).

4.3 Optimal Short-Run Transfers

To characterize the optimal short-run transfers, I focus on the first order necessary con-
ditions of (SPP). I start by summarizing how monetary policy adjusts in the background to

ensure that the average labor wedge across locations is zero.

Lemma 2. In any interior solution to (SPP),

Z WnHTn1£ Tn1 0.

nl =
1 — (67 1 + 132717'”1

By increasing the overall spending in the entire economy, the planner can stimulate all
regions. Thus, the planner sets the average labor wedge to zero, properly weighting each
region according to its economic importance. Before I show the relevant first order condition
for place-based transfers, I introduce a variable (,,; to denote the social marginal utility of

income in region n period 1. It is defined as (,; = X";gg, where A, = E[A(i)|n(i) = n]

is the average Pareto weight on households in location n at time ¢. This measures how
much social welfare increases if the income of the average household in location n increases
slightly, holding all else fixed. The household’s utility increase depends on the price index
in the location P, and her marginal utility of consumption U%. What that means for social
welfare then depends on the average weight the planner puts on those in the location, ;.

The first order condition for a transfer to location n implies the next lemma.

Lemma 3. In any interior solution to (SPP), first period transfers must satisfy

Cnl Cnl Qp W Hrmt Tmi1 1

b1 T V™ = ¢ — -1 +>== T, — 14 v
%: mliml¥nl nl )\Gl )\Gl 1_ n nl ; 1_ O ml 1 T 122 Tl nl
——— —_— m S

"

redistribution stimulus effect migration effect

fiscal externality

ml _ dlogemt [ ayn ovm™ gH™
where vt = 5=\ ary + a1 ot

tion m to a transfer in location n holding fixed utility in locations other than n, and Agy > 0

) 18 the migration semi-elasticity of population in loca-

1s the social value of the government having another dollar in period 1.
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Increasing the transfer to location n has four effects, each labeled in Lemma 3. The
first effect is a fiscal externality. By increasing the transfer to location n, households move
away from other locations and into location n. The extent to which the planner values this
movement depends on how much households were being taxed in their old location versus
their tax in their new location. If households were being taxed in their previous location m
but gaining a transfer in their new location n, this will hurt the government’s ability to raise
money.

The next effect is a direct redistributive effect.” Ignoring any effect on labor demand,
giving a transfer to households in location n increases utility. The amount that that improves
social welfare depends on the social marginal utility of consumption divided by the value of
an extra dollar to the government (,1/Ag1-

The final two effects are the macroeconomic effects that are the focus of this paper.
First, there is the stimulus effect. When the government increases transfers to a location

n, utility increases over and above the direct utility benefit when n is in a recession (i.e.

Qn
1—an

Lemma 1. Whether or not the government values that stimulus depends on the labor wedge

To1 > 0) because total work hours demanded increases by a factor of as discussed in
Ta1- Second, there is the migration effect. Providing a transfer to location n will increase
the population in location n and decrease the population in every other location m. If the
regions households leave are in a recession, the out-migration improves social welfare, while
if those regions are in a boom, that will be harmful as discussed in Lemma 1. The total
migration effect of a transfer then depends on the distribution of recessions 7,,,; and the

matrix of migration semi-elasticities v7;.

Localized Shock. Specializing these equations to the case of Janesville, where there is

one small region in a recession within the US, I find the following.

Proposition 1. Suppose that there are two locations, j (Janesville) and u (Rest of the US),
location j is arbitrarily small, £;; — 0, and there are no redistributive reasons for policy, i.e.
Cut = 1. Then in any interior solution to (SPP), the optimal period 1 transfer to location j

must satisfy

T 1 ( % WjHle 8logfﬂ)
il= 1 - Tj1,
]/].1 1-— Q; 1-— % 57}1

0log 1t __ dlog it pvi

where T = o, oT 15 the semi-elasticity of location 1 population to a transfer, holding

dlog 91 (avi v aHi!

g1 _ . - .. .
fized hours worked, and vj; = s \ ot + 3 aTj1> 1s the semi-elasticity of location 1

9This can also be thought of as an insurance effect from the perspective of a household before her utility
draws are revealed. Mongey and Waugh (2024) discuss this perspective in the context of a discrete choice
model similar to mine.
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population to a transfer, allowing hours to vary.'°

Proposition 1 shows that the optimal transfer depends on five statistics: the labor wedge
0log ¢t
(?le
earnings in the traded sector divided by the traded share of consumption %{;‘”1, and the

J

aj
— v )
1—aj

7;1, the local multiplier the micro migration semi-elasticity , the per capita wage

1
macro migration semi-elasticity 1/511 . I will take each of these in turn.

The first statistic is the labor wedge 7;;. This determines if the region is in a recession
or not and so whether the planner wants to stimulate the economy or cool it down. In the
following discussion, I assume that Janesville is in a recession, so that 7;; > 0.

The sign of the optimal transfer to Janesville then depends on the relative size of the local

multiplier 12 - and the micro migration semi-elasticity with the traded sector adjustment
J

W;Hrj1 dlog €31
1—05]' 0Tj1

households are sufficiently mobile. Why? Because a transfer to Janesville has a direct effect

In particular, the optimal transfer could actually be a tax on Janesville if

on both the demand and supply for total labor.

To demonstrate this, suppose that, starting from an equilibrium with no transfers, the
national government gives a small transfer to Janesville, d7;; > 0, paid for with a small tax
on the rest of the US, dT,,; = —2—‘1de1 in an attempt to stimulate Janesville since households
in Janesville are working less than they would like. I assume that monetary policy sets the
labor wedge in v to 0. Then the total effect on social welfare, when there are no redistributive

reasons for policy ((j1 = (.1 = 1), is given by
AW = X\jilj1dUjy + M1l dU

- U U’ - U
=Niljy | =SdTy + W;=SErdHyy | 4 Ml —2d T
JL*] (P] J J P] J J Pu

/.
= lpdTh + Ly WiTphdHj — gulﬁdel
= Ly WiTjdHj,

using the indirect utility function derivatives from Lemma 1. Therefore, since Janesville is
in a recession, 7;; > 0, the transfer increases social welfare if and only if it increases per
capita hours worked in Janesville, dH;; > 0. The direct effect of the transfer will increase
the number of hours worked per capita because households spend some of their money on
non-traded goods. However, the transfer will also have an indirect effect because it will affect

how many people would like to live there which will also affect hours.

10T the limit where households do not move across locations the planner will use transfers to set the labor
wedge in Janesville to 0 since the planner has no redistributive reasons for policy. In Farhi and Werning
(2017), the optimal stimulus transfers are weighed against the redistributive reasons for policy.
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Figure 2: Tllustration of Stimulus and Migration Effect of a Transfer

Notes: The top panel of (a) plots the per capita hours of work demanded and the first best level of hours
supplied in Janesville holding fixed population with no government transfer. Population is endogenously
determined by the population supply and the hours demanded curves in the bottom panel which both take
as given the transfer. (b) plots the comparative static with respect to a small increase in the transfer to
Janesville. The top panel shades the welfare loss due to the decrease in hours worked per capita.

I graph the equilibrium in Figure 2a in order to illustrate the comparative static. For
notational convenience, I omit the dependence on monetary policy Er; and variables in the
rest of the United States u since Janesville is infinitesimal and so has no effect on those
aggregates. The top panel plots the optimal number of hours the households would like
to supply, holding fixed the transfer from the government and total population. Distinct
from the usual supply and demand framework, wages are rigid at WW; and so do not clear
the market. I have therefore left off the labor demand curve and simply take as given the
number of hours the households are working in that panel. W;7;; then measures how far
households in location j are from their ideal labor supply.

To complete the description of equilibrium, I endogenize ¢;; and Hj; in the bottom
panel of Figure 2a. I plot the population supply curve in red. This curve shows how many
households would like to live in location j as a function of the hours worked per capita. It is

increasing for most H;; because the region is in a recession and fundamental utility increases
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in hours. I also plot the hours demanded curve as a function of population. Where they
cross determines the equilibrium population and hours.
I plot how the equilibrium changes when the national government gives a small transfer

to Janesville in Figure 2b. The stimulus effect leads to the hours demanded curve in the

bottom panel shifting to the right by #ﬁja as shown in Lemma 1. That is, for a given
J

population, if those households have extra income, there will be more demand for their labor
because there is home bias in consumption. If this were the only direct effect of a transfer,
then the transfer might affect total population, but the inflow of population would only come
from a shift along the population supply curve and could not decrease hours demanded.
However, that is not the case here because transfers directly increase utility independent
dlog ¥4 oVJ It

oU;1 oTj
is this shift that determines whether or not the migration effect can dominate the stimulus

of the stimulus effect. Therefore, the population supply curve also shifts up by

effect, which is why the migration semi-elasticity that matters for the migration effect is
this micro semi-elasticity, holding fixed hours worked, rather than the macro semi-elasticity
which would take into account moves along the supply curve.

The curve that shifts up the most dominates. That is, if the hours demanded curve shifts
up more, then hours worked will increase and welfare will improve from a transfer. If the
population supply curve shifts more, then hours will decrease since too many people move

in. I note that the slope of the hours demanded curve is —% so that a shift to the right

17aj

of WLIOL—JQ corresponds to a shift up of W]H;MIOL—JQ Thus, the stimulus effect dominates, and
J —J 2J=
-,

the optimal policy features a positive transfer to Janesville, if and only if

Q; WjHle 8log gj 8VJ
> .
1-— (6%} 1-— % anl aT}

Not drawn is the fiscal externality that comes from increasing or decreasing a transfer to
Janesville. The ultimate size of the transfer balances the direct stimulus and migration effects
on the labor wedge against that force. Therefore, the formula is divided by the migration
semi-elasticity lel . Importantly, this elasticity takes into account the effect on hours worked
of a transfer since that determines the total utility effect of the transfer, and therefore
the total increase in the population. That is why it is a macro migration semi-elasticity
that matters for the fiscal externality rather than the micro migration semi-elasticity of the

migration effect.

Spatially Correlated Shock. In practice, many labor demand shocks do not hit only one

small region. Instead, they hit whole industries, as is the case with the China trade shock.
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In that case, the migration effect of a transfer can have more complicated effects. If giving
a transfer to a region in a recession causes households to leave a region that is in a worse
recession, the migration effect will be a net positive. The next proposition makes precise
how the spatial distribution of shocks interacts with migration patterns to shape optimal

spatial policy.

Proposition 2. Suppose that there are two large locations, s (southern US) and n (northern
US), and one small location, j (Janesville). Then, if there are no redistributive reasons for

transfers Coe = (st = (¢ = 1, in any interior solution to (SPP),

1 1 1 ; W Hpip 0log 71
T‘jl > — — 1)+ & SRS it o8 Til,
)\G’l )\Gl 1-— Q; 1— Q; ale

of and only if migrants to j disproportionately come from the region in a recession, i.e.

COVk¢j(‘V§€11|, Tkl) > 0.

Proposition 2 says that if migrants to location j disproportionately come from parts
of the US which are in a recession, the national government should give more money to
location j than that suggested by the local multiplier and migration semi-elasticity, taking
into account the social marginal value of a government dollar \g;. Importantly, the formula
in Proposition 2 looks slightly different than that in Proposition 1 because, in Proposition
1, the social value of another government dollar is 1. When there are two large locations,
and one is in a recession, that is no longer the case because the value of another dollar is not
simply the marginal value of consumption (which we have assumed is 1 because there are
no redistributive reasons for transfers). That extra dollar can now also be used to stimulate
the region in a recession.

Above and beyond that difference, the transfer to Janesville is larger than that suggested
by the local trade-off if and only if migrants to Janesville disproportionately come from
the region in a recession. To see why that is, suppose that migrants to Janesville came
proportionately from the north and the south, i.e., 1/;-‘1 = lel In that case, increasing the
transfer to Janesville will have the effects on Janesville discussed in Proposition 1, but it
will also have an impact on the fiscal externality and the migration effect in the north and
the south. In particular, households will leave the south and the north proportionately to
their population. However, the average labor wedge and the average transfer across the two
locations are zero due to monetary policy and budget balance, respectively. Therefore, the
net effect on the fiscal externality and the net migration effect are both zero.

By contrast, if migrants to Janesville disproportionately come from the region in a re-

cession, increasing the transfer to Janesville will have a net migration effect and an effect
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on the fiscal externality that depends on the social value of having slightly fewer households
in the recessionary region. Importantly, the fact that the planner has the optimal transfer
on the north and south already tells us something about the combined fiscal externality
and migration effect. The combined fiscal externality and migration effect that come from
migration into the region in a recession in response to the transfer are balanced against the
stimulus effect of the transfer. However, because the region is in a recession, the stimulus
effect must be positive, and therefore the combined fiscal externality and migration effect
must be negative. Thus, the planner values encouraging households to disproportionately
leave the region in a recession by giving extra money to those in Janesville.

This implies that the nature of the demand shock matters for the optimal policy. If the
shock is very correlated, then regions that are in recessions will be near other regions in
recessions. Therefore, a transfer to one of those regions will not have a large net migration
effect since all migrants in response to the transfer will come from other areas also in a
recession. The China trade shock might call for more aggressive transfers from the national
government than an idiosyncratic shock like the closure of the Janesville Assembly Plant. I

will return to this quantitatively in sections 6 and 7.

4.4 Optimal Long-Run Transfers

Having shown that fiscal transfers to a region in the immediate aftermath of a factory
closure have competing stimulus and migration effects, I next turn to the effects of a transfer
in the long run. One might think that the same basic trade-off between the migration effect
and the stimulus effect apply in the second period as it did in period 1. The only difference
is that people have more time to move so that the migration effect will likely be stronger.
But that intuition turns out to be incomplete, as I now discuss.

I start by stating the first order necessary condition for a transfer to location n in period

2. I define the social marginal utility of income in region n period 2, (2 = ,6/\?3427?“.

Lemma 4. In any interior solution to (SPP), second period transfers must satisfy

)\Gt Cn2 Cn2 (679
N b T =l | = — 1+ 2=
; )\GZ ; mtdmtVpo n2 |:AG2 + )\GQ 1—a, Tn2
_ Z Act Z WmHTmtg Tmt mit
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where Ago > 0 s the social value of the government having another dollar in period 2, and

v is the elasticity of population in location m at time t to a transfer to location i at time

2.
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Lemma 4 shows the same four effects of a transfer from the period 1 first order condition
shown in Lemma 3: fiscal externality, redistribution, stimulus, and migration. The redis-
tribution and stimulus effects remain the same as before. Transferring an extra dollar to
households in location n improves social welfare by (s directly through consumption. The

planner weights that use of the money against the marginal value of a dollar in period 2,

QAn

1—an
consumption and the labor wedge might be different in period 2 as compared to period 1.1

Ago. Similarly, the transfer leads to a stimulus of The only difference is that real

Both the fiscal externality and the migration effect now have dynamic components. That
is because a promise to tax certain locations in period 2 will affect where households decide
to live at time 1. Therefore, the planner has to take into account how that movement in
the first period will affect the fiscal externality and recessions in the first period. Under the
limit # — 0, this effect is infinitesimal. However, g9 is also infinitesimal, so the effect still
shapes the optimal policy.

In the next proposition, I consider what this implies for optimal policy in Janesville in

period 2.

Proposition 3. Suppose that there are two locations, j (Janesville) and u (Rest of the US),
location j is arbitrarily small, {;; — 0, there are no redistributive reasons for policy, G, = 1,
and j is in a recession, T, > 0. Then in any interior solution to (SPP), the optimal period

2 transfer to location j satisfies

7}2< 1 < Q; —WjNTj2alog€j2)Tj27

g 1—@]' l—ozj aT'jg

when the share of workers in location 7 in period 1 who stay in location j in period 2 is

greater than zero.

Comparing Proposition 3 to Proposition 1 reveals that in period 2, the optimal transfer
to a region in a recession is always lower than that implied by the simple static trade-off
between the stimulus effect and the migration effect.

A transfer in the second period has the same stimulus, migration, and fiscal externality
effects on period 2 as first period transfers did in period 1. However, giving a transfer to
households in Janesville in period 2 also increases the expected utility of living in Janesville
in period 1 if those who live in Janesville in period 1 are likely to live there in period 2 (due
to moving costs). Therefore, if the planner promises to give a transfer to everyone who is in

Janesville in period 2, households that would have left in period 1 because they had a job

"' These have no dynamic components as all households are hand-to-mouth and so cannot spend income
they earn in period 2 in period 1. While useful for illustrating the mechanism, this stark assumption is not
necessary to imply the next result. I will return to the necessary ingredients below.
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opportunity somewhere else will be less likely to leave. So the period 2 transfer will increase
population in period 1 Janesville, impacting the first period fiscal externality and migration
effect.

What is the net effect on social welfare? To answer that, we need to know the signs
and relative strength of those two forces. The key is to note that, just as in Proposition 2,
period 1 transfers already reveal something about their combined effect. Period 1 transfers
optimally trade off those exact forces that come from an increase in population against the
positive stimulus effect of giving a little extra money to people in location 1. Therefore, the
net effect of increasing population in period 1 Janesville must be negative, and a transfer in
period 2 makes that worse. Thus, transfers in period 2 should be lower than what would be
suggested by the static trade-off since taxes in period 2 allow the planner to encourage out
migration without decreasing stimulus in the first period.

The fact that households are all hand-to-mouth delivers this clean result, but it is not
necessary for this mechanism to matter. If households can borrow against their future income
to some extent, the transfer in period 2 would also affect consumption in period 1. Therefore,
the transfer in period 2 would have some stimulus effect on period 1 which would need to
be balanced against the period 1 migration effect. The key asymmetry that delivers the
result is that, compared to transfers in period 1, transfers in period 2 have a greater effect
on period 1 utility than on period 1 consumption. Then increasing the transfer in period 2
has a relatively larger migration effect and, since the period 1 transfer optimally balances
the migration effect against the transfer effect, this loads onto the wedge in period 1.

This anticipation effect of the transfer relies on the commitment power of the planner.
The planner can commit to taxing households in period 2 who are still in Janesville so as
to encourage households to find jobs somewhere else. The actual size of the transfer then
depends on these anticipation effects and how the static trade-off changes. For most models,
the migration semi-elasticity in period 2 will be larger than the semi-elasticity in period 1,
suggesting the transfer should be lower. However the labor wedge in period 2, 7o, will often
be closer to 0 than the labor wedge in period 1 7;;, shrinking the transfer towards 0. I will

demonstrate how this plays out quantitatively in sections 6 and 7.

4.5 Extensions and Robustness

The model so far has been stylized in order to shed light on the key forces shaping optimal
fiscal policy in the most transparent way possible. Here I summarize how the results change

when I include other real world features. Formal derivations can found in Appendix C.

28



Downward Wage Rigidity and Costly Price Adjustments. This model features per-
fect wage rigidity, but empirical evidence suggests that wages are more rigid going down-
wards. In appendix C.1, I consider a variant of this model with 2 locations, downward wage
rigidity, and costly upward price adjustments. In that case, I derive a new version of Propo-
sition 1. The formula is largely unchanged because I consider a small region in a recession,

where wages are rigid in both the downwardly rigid case and the completely rigid case.

Place-biased Policy. In appendix C.2, I consider an extension of the model with multiple
types and transfers that can be partially targeted towards those types and locations. I show
that starting from an equilibrium with no taxes, whether or not a place-biased transfer
helps with macroeconomic stability still depends on the same sufficient conditions: the local
multiplier and the migration semi-elasticity. Importantly, the stimulus effect depends on the
observed place-biased nature of the transfer while the migration effect is determined by how
place-biased the transfer is within a type.

One way to think of this extension is having to do with automatic stabilizers. The ex-
tension then solves for the conditions under which making a particular place-biased program
more generous helps macroeconomic stability. Consider the income tax. The income tax
will have stimulus effects if income decreases in a recession. But also, because the tax rate
is progressive, higher paying jobs are less attractive. Therefore, households have less incen-
tive to take a higher paying job in a region with higher demand. Similarly, unemployment
benefits will stimulate the region, but it will reduce the incentive to find a job. Assuming
that it is easier to find a job in a low unemployment area, this reduces the attractiveness of
other regions not in a recession.

Another interpretation of this extension is as transfers that can be targeted based on
starting location. The type is then starting location. In that case, this extension says that
the planner would target money towards types who tend to be in recessionary regions, that
is, those who were there before. However, the migration effect still operates within the group,
so that the planner might want to offer households more money to go somewhere else if the

migration semi-elasticity is high enough.

Households Affect Demand. In appendix C.3, I consider an extension of the model to
have multiple household types who can affect demand for a particular region. These could
represent entrepreneurs, for example. When they move into a region, they open up new
businesses that export new products to the rest of the country. I find an adjusted version
of Proposition 1 in that case. The migration effect then also has an effect on demand that

depends on the covariance between the household type’s effect on demand and their migration
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semi-elasticity to the transfer. In practice, this covariance is likely small since entrepreneurs
likely move to areas with good economic conditions, regardless of the government transfers,

though this force could suggest other place-based policies to fight local recessions.

Wage Stickiness Only in Traded Goods. While Autor et al. (2013) found that earn-
ings decreased significantly, they found no evidence that average wages decreased in the
manufacturing sector. Instead, all of the wage movement was in services. In appendix C.4, I
consider an extension of the model where labor is imperfectly substitutable across the traded
and non-traded sector, and wages are not sticky in the non-traded sector. In that case, there
is no stimulus effect of a transfer because there is no wedge on the non-traded labor. Instead,
there is only a migration effect, so I show that in an adjusted version of Proposition 1, the

optimal transfer to Janesville is always negative.

5 Dynamic New Keynesian Economic Geography Model

The two period model with freely traded and non-traded goods in section 3 reveals the key
forces in a transparent manner, but it is too stylized to bring to the data to quantify how large
place-based transfers should be. On the trade side, I have abstracted from any geographic
considerations that may create non-zero trade costs on traded goods. On the macro side, I
have abstracted from any wage adjustment by assuming completely rigid wages.

In this section, I present a continuous time model of New Keynesian economic geography
where I allow for non-zero trade costs and partially rigid wages. I also impose parametric
restrictions on preferences and migrations costs that allow me to capture the key features of
the data while remaining tractable. I then briefly describe how I approximate the model and
compute the fully optimal time-varying spatial policy in response to time-varying demand
shocks like the China trade shock. In contrast to the leading dynamic models assessing the
impact of the China shock,'? T will consider the effects at the commuting zone level rather
than the state level. Finally, I describe how I calibrate the model to the 722 commuting

zones in the contiguous United States.

5.1 Environment

There are N regions indexed by n,m € N' = {1,..., N}, one non-traded sector and one

traded sector, and continuous time indexed by ¢ € [0, c0).

128ee Caliendo et al. (2019) and Rodriguez-Clare et al. (2020).
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Households. There is a continuum of households that I index by ¢ € Z. 1 will start by
describing the dynamic welfare taking as given flow utility before returning to describe the
flow utility.

I denote the location of agent i at time ¢ by n(4,t). Then each household starts in some
location n(i,0) and it gets the opportunity to move at a Poisson rate §, > 0.13 At that
point, the household observes additive utility shocks of moving to every location m, ,,(i,t).
The utility shocks are distributed Gumbel with shape parameter v. The household can then
move subject to an additive migration cost of moving to a location m, 7,,.

Denoting the set of all times where household ¢ moves from location n to m by M,,,,(i)

[0, 0), realized utility of household i is

o0
f e [Un(i,t)(t) + Z Ote M () [~ Terim + Em (2, 1)] | dt,

0

n,m

where U, (t) is the flow utility of living in location n, p > 0 is household’s discount rate, and
Ote Mo (i) 18 the dirac delta function.
The immediate flow utility of a household in location n at time ¢, U,(t) is a function of

consumption and labor supply,

C«n(t)l—e B Hn(t)1+77
1—40 1+n ’

U, () =

where C),(t) is the consumption aggregate,  is the elasticity of intertemporal substitution,
H,(t) is hours supplied, and 7 is the Frisch labor elasticity. The consumption aggregate is a
Cobb-Douglas aggregation of consumption of the traded good and the non-traded good,

Cp(t) = Cnrn()*Cppn ()72,

where Cy,(t) is consumption of the sector s good and « € (0,1) is the share of spending
on non-traded goods. The traded good is an aggregation of the varieties produced in each

location,

CTn(t) = (Z ¢$10Tmn(t)0;1> - 5

where ¢,, is the consumption weight on the variety produced by location m, which I normalize

13Bilal (2023b) uses the same migration restriction in a continuous time model and Peters (2022) also
uses this migration restriction in a discrete time model. In a continuous time model, this is necessary to
transform population in a region into a state variable. To first order, making the arrival rate lower is similar
to raising moving costs to all other locations.
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so that Y ¢ = 1, Crmy(t) is consumption of the traded good produced in location m by
the consumer in n, and o is the elasticity of substitution between varieties produced by the

locations.

Firms. In each location n, there is a continuum of intermediate producers w € [0, 1] who

produce an intermediate using labor. Firm w produces
Yo (w, t) = Hy(w,t)l,(t),

where Y,,(w,t) is production and H,(w,t) is the amount of per capita labor supplied to
intermediate w.

A final producer then combines those intermediates according to a CES aggregator

1 =
Ya(t) — A, U Yn(w,t)eeldw] ,
0

where Y, (t) is the aggregate production of location n and € > 1 is the elasticity of substitution

across intermediates. This final good can then be consumed as a non-traded or traded good.

Market Clearing. For the labor market to clear, labor supplied equals the sum of labor

demand by each intermediate producer,
1

H,(t) = f H,(w,t)dw, for all n,t. (18)
0

Aggregate production of location n is consumed as a traded good and non-traded good.
The non-traded good is only consumed by the local households. Trade is subject to iceberg
trade costs. Therefore, goods market clearing requires production in location n is equal to
consumption of non-traded goods in the location plus consumption of its produce as a traded

good across all locations,
Yn<t) = CNTn(t)gn@) + ZTnmCTnm<t>‘€m(t)7 for all n, tv (19>

where 7,,, = 1 is the iceberg trade costs of delivering a good from location n to location m.
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5.2 Decentralized equilibrium
5.2.1 Utility Maximization

I start by characterizing the household’s migration decision taking as given flow utility in
location n at time ¢, U, (t). I then turn to the consumption decision. Just as before, workers

do not choose labor and instead supply the labor demanded.

Migration Decision. The Bellman equation for a household in location n is
pun(t) — 0 (t) = Un(t) + ¢ (Va(t) — va(?)) (20)

where v,(t) is the expected lifetime utility of a household in location n at time ¢ and V()
is the expected utility if that households gets the opportunity to move. Because the utility
shocks are distributed Gumbel,

Valt) = - log (Z exp(v(vm(t) - %m))> . (21)

This implies that a exp (v(vm(t) — Tonm — Va(t)) share of households in location n who have
the chance to move will move to location m. The population in location m changes according
to

Em(t) = 0 [Z exp (V(m(t) — Tonm — Va(t)) lu(t) — gm@)] . (22)

n

Intratemporal Consumption Decision. Given expenditures E,(t), households in loca-

tion n at time ¢ choose consumption to maximize utility taking prices as given. In particular,

(Cnra(0). Cralt), {Crun($)}} € argmax {(CNT)“(CT)l‘“
CNnT,CT{Crm}

fed

Cr = (2 @%(Om)%l) . (23)
Zmen(t)CTm + pNTnCNT < En(t)}

This problem is standard so the characterization is left for the appendix D. I denote by P, ()
the perfect price index so that E,(t) = P,(t)C,(t).

Households are hand-to-mouth so they spend all of their income in each period. Income
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comes from two different sources: labor earnings and government transfers. That is,

Ea(t) — (Ll Wn(w,t)Hn(w,t)dw) LT, (24)

where W,,(w, t) is the wage offered by intermediate producer w in location n and T,,(t) is the

transfer to households in location n.

5.2.2 Production

Profit Maximization. A competitive, representative firm for each intermediate w in lo-
cation n maximizes profits taking prices and wages set by the union as given using a linear
technology. Therefore, the price of the intermediate is simply the wage p,(w,t) = W, (w, t).

The final producer is competitive and so maximizes profits taking as given the price of
the final good p,(t) and intermediates W, (w,t). That is,

Yo(t), (Ya(w, 1)} argmax{pn(t)Y— L 1 Wn(w,t)Y(w)dw‘

Y)Y (w)
1 e—1 é
Y =A, lj Y(w) dw] }
0

Trade is also competitive so that prum(t) = Tumpn(t) and pyra(t) = pa(t).

Labor Unions. For each intermediate w in location n, there is a union that can unilaterally
set the wage it demands. Wages are sticky, and the union only gets the chance to change

the wage demanded at a poisson rate d,,.

Given wages, the union supplies the labor necessary to meet demand for intermediate w.
I assume that there is efficient rationing. When a union gets the chance to change its wage,
it sets the wage to maximize utility of the average household in its location. As is standard
in this literature, I assume the local government has a wage subsidy x to undo the monopoly
distortion, funded by a tax on the residents. That is, the unions who can change their wage
at time ¢ choose a new wage W, (t) that solves

~ o0 , N—6
W, (t) € argmax J e~ (o) ('=t) [HC’;’(t(t)/) (W)= —Hn(t')n(W/)_e] AP, ()Y, (dt . (26)
w’ t n

Appendix D describes further details.
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5.2.3 Government

The government sets aggregate spending F(t), such that
E(t) = ) En(t)la(t), for all t, (27)

and also chooses the place specific transfers between locations. The government budget

constraint then must hold in each period,

Dl (O)T(t) = 0, for all t. (28)

Definition 2. Given monetary policy E(t) and per capita transfers T,(t), an equilibrium is
a set of location choices n(i,t), utility levels U,(t), regional population £, (t), prices P,(t),
wages Wy(w,t), consumption levels Crpn(t), Cnr(t), labor supplies H,(t), H,(w,t), and
output Y, (t), such that:

e Households choose consumption and their location to mazimize utility (20), (21), (22),
(23), (24);

e Firms maximize profits taking prices as given, (25);

Unions set wages to maximize expected utility of the local households, (26);

The government’s budget constraints hold, (28);

Total spending is equal to nominal GDP (27); and
Markets clear (18), (19).

5.3 The Planner’s Problem

The government chooses monetary policy E(t), place-based transfers T,,(t) and associated

flow utilities
Ui, t) = Ui (t) + Z Ste M (i) [ = Ttnm + €m (i, 1)],

to maximize social welfare. Following Davila and Schaab (2022), I allow the government to
have a time varying pareto weight A(7, ¢) on households. That is, the planner could care about
the consumption of a household more at some time ¢ than another time #'. I include these
weights as, in order to do a linear-quadratic approximation to the planner’s problem, the
original equilibrium needs to be efficient. However, in this dynamic setting where households
are hand-to-mouth and so do not have access to complete markets, this is only possible if
the planner cares less about a household’s consumption if they live in a location that earns

less. Thus, I vary the weights to rationalize the observed patterns. Formally, the planner
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faces the problem

w
max ff PN, YU (i, ) didi, (29)
EQ AT} {UG}EE 1 Jo

where & is the set of utility profiles attainable in equilibrium, as described in Definition 2.

5.4 Computation

This is a non-linear model with state variables utility v, (t), population ¢,(t), along with
wages W, (w,t) for each intermediate. Solving the optimal planner’s problem with the 722
commuting zones of the United States would be infeasible. Therefore, I follow the macro
literature in doing a log-quadratic approximation to the social welfare function and a log-
linear approximation to all of the constraints around a no-inflation, no-fiscal transfer steady
state, where Pareto weights A(i,¢) are such that it is optimal before any shocks. Details of
how I derive the loss function including distortions in migration, trade, inflation, and output
along with the final linearized constraints are in appendix E. I use Z to denote log deviations
from that steady state, and I consider idiosyncratic demand shocks to the traded output of
specific regions ¢,,.

The final linearized model features four state variables for each commuting zone: popu-
lation @n(t), utility 0, (), wage w,(t), and inflation 7,(t), for a total of 2,888. When solving
the planner’s problem, I also need to keep track of the 2,888 co-state variables. I give details

of how I compute the optimal policy for time-varying shocks in appendix G.

5.5 Calibration

In this section, I provide an overview of how I calibrate the model to match the United
States in 2000. Additional details can be found Appendix F. I interpret a local labor market
in the model as a commuting zone (CZ), as developed by Tolbert and Sizer (1996). My
analysis will focus on the 722 commuting zones of the contiguous United States, as in Autor
et al. (2013). I discuss the key parameters for the stimulus effect and migration effect in
detail before turning to the more standard parameters from the macro literature. A summary

of how I calibrate the parameters is in Table 1.

Stimulus Effects. As I show in Appendix H, for a small open region, the stimulus effect

of a transfer depends on the local multiplier ;2 when wages are perfectly rigid. While it
does not estimate the local multiplier in response to a government transfer, Moretti (2010)
measures the next best thing: how many jobs in the non-traded sectors are created in

response to the creation of a new manufacturing job, 1.6. I set a to rationalize what he
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Table 1: Calibration Summary

Panel A. Stimulus effects

Parameter Value Description Source

R 1.6 Local multiplier Moretti (2010)

o 4.5 Trade EoS Head and Mayer (2014)
Tnm Trade costs CFS state trade flows

Panel B. Migration effects

Parameter Value Description Source

5 2.9 long-run migration elasticity ~Hornbeck and Moretti (2024)
Y 0.157 M?grat?on calvo friction ACS migration flows

Tonm Migration costs

Panel C. Other Parameters

Parameter Value Description Source

p 0.06  Patience Farhi and Werning (2017)
€ 11 Intermediate EoS Farhi and Werning (2017)
n 2 Frisch labor supply elasticity Peterman (2016)

Ow 0.3 Wage calvo friction Figure A1l

0 1 Intertemporal EoS log preferences

A, Productivity CBP labor earnings

finds. This gives a value of 0.61, very similar to the 0.62 in Diamond (2016).

With a finite number of regions, the stimulus effect also depends on trade flows between
commuting zones. I set the elasticity of substitution across varieties produced by different
commuting zones to be 4.5, taking the mean estimate from Head and Mayer (2014). I do
not have data on trade across commuting zones in the United States, so I infer those costs
by looking at trade between states. In particular, I assume the iceberg trade costs between

two distinct commuting zones n and m are
log T,m = dp log distance,,,,, + dy,

where distance,,, is the bilateral distance between the population centroids of CZs n and
m. I then guess dp and dy and find the implied productivity of each commuting zone to
match observed employment and earnings. I can then back out the implied expenditure
flows between states. I search over dp and dy to minimize the square distance between the
implied share of state’s earnings spent on another state and the observed shares from the

2002 Commodity Flow Survey.

Migration Effects.

run migration elasticity

As I show in Appendix H, the migration effect depends on the long-

p:& and the speed of transition d, when wages are perfectly rigid.
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I set v to match the average long-run migration elasticity of Metropolitan Statistical Area
(MSA) population to earnings found in Hornbeck and Moretti (2024), 2.9.'* This is not ideal
as it is the elasticity in response to earnings rather than a transfer, but under the envelope
theorem, the elasticities are the same at the point 7;, = 0, which determines the sign of the
transfer.

The speed of transition is then jointly determined by §, and the matrix of migration costs
Tenm. 1 calibrate these parameters using migration reported in the American Community
Survey (ACS). In particular, I construct yearly CZ-to-CZ commuting flows from where people
report being in the previous year and their current location. This matrix has many zeros so

I assume that migration costs have the gravity structure
Tenm = O¢p log distance,,, + d¢g.

I then jointly calibrate d,p, dpg and d, to match the elasticity of migration to distance and
the share of workers who do not move in any given year. I find that §, = 0.1575 which is
double the value of 0.07 that Peters (2022) finds in Germany in the post-war years. I also
find that, conditional on getting the opportunity to leave, a household will almost always
leave. This is consistent with the evidence of Yagan (2019) and Monras (2018) that while
population of a region responds to economic shocks, the likelihood of an individual household

leaving does not.

Wage Rigidity. The wage rigidity that matters for my mechanism is the relative wage
across commuting zones. There is reason to believe that that relative wage rigidity is higher
than absolute wages since many firms set national wages (Hazell et al., 2022). Therefore, I
set wage rigidity d,, = 0.3 to match the fact that, for an average commuting zone, the half-life
for wage adjustment is just above two years in Figure Al in response to an innovation in
unemployment. These are very sticky wages and I will consider how robust the results are

to this parameter.

Other Parameters. For patience, p, I take the standard value of the literature used by
Farhi and Werning (2017). The elasticity of substitution across intermediates ¢ determines

the loss from inflation. I similarly set this according to the literature. I take a value of 2 for

14 As opposed to CZs, MSAs do not cover all of the United States, leaving off rural areas. However, they
are similar-sized: some CZs fully encompass an MSA and some MSAs encompass a CZ. Bryan and Morten
(2019) find a value of 2.7 for the US and 3.2 in Indonesia, and Hsieh and Moretti (2019) find a value of 3.3.
Other papers studying the effect of the China trade shock like Artug et al. (2010), Caliendo et al. (2019),
and Rodriguez-Clare et al. (2020) consider the elasticity across sectors and/or states.
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the Frisch labor supply elasticity 7 to be closer to the macro estimates of Peterman (2016).
And finally, I set # = 1 implying log preferences.

6 Optimal Policy After an Idiosyncratic Shock

In section 5, I presented a New Keynesian economic geography model and calibrated it
to the continental US. In this section, I use this model to compute the optimal policy in the
average commuting zone after an idiosyncratic demand shock for its traded output. This
will allow me to demonstrate how the migration and stimulus effect from Proposition 1 and
Proposition 3 interact. I can also assess how effective imperfect policies like unemployment
insurance and income tax can be when place-based policy is not feasible. I then show how
the optimal changes when there is an aggregate shock like the China trade shock in section
7.

I consider a commuting zone with the average amount of home bias in consumption and in
migration. Larger locations will have stronger stimulus effects and weaker migration effects
on average while smaller locations will have weaker stimulus effects and stronger migration
effects. I then simulate a local recession by considering a drop in demand for traded output of
1 log point, ém = —1, assuming that every other location in the United States is unaffected.
In the absence of any transfers, this implies a 1 log point drop in both income from the
traded and non-traded sectors on impact, though after wages adjust, income will recover.
The model is log linear, so all results can be scaled up or down to consider a different sized

recession.

6.1 Optimal Policy Response

I plot the model implied optimal policy in Figure 3. Figure 3a plots the time path of the
optimal transfers relative to earnings in the steady state. There are three distinct phases to
the optimal transfer labeled in the figure that roughly correspond to each of the three roles
transfers can play: stimulus, migration, and finally, redistribution.

Phase I lasts for about seven and a half years. In this phase, the stimulus effects of
the transfer dominate. Immediately after the demand shock, there is a large amount of
unemployment, but people do not have time to move in response to government policy, so
the government can get free stimulus by giving people a check immediately upon being laid
off. Thus, optimal transfers jump to around 0.5 log points of original commuting zone income.
In fact, the transfers are so large, one can see in Figure 3b that total income of the region

actually increases. That is because, immediately after the shock, migration cannot respond.
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Figure 3: Policy Response

Note: This figure shows transfers and income in an average commuting zone after a shock to demand for
tradable output under various policies. This is calculated assuming the rest of the country remains
unchanged. All values are in log differences from the steady state except transfers which are relative to
original earnings. Phase I corresponds to the stimulus effect dominating. Phase II corresponds to the
migration effect dominating. In Phase III, only the redistribution effect matters for the transfer.

Therefore, transfers only have two effects: redistribution and stimulus. Redistribution would
suggest that the planner should exactly make up for the lost income so that the marginal
utility of consumption remains the same. However, at that level of spending, the household
is still working less than he would like as he is not working as much in the traded sector.
Therefore, the planner would like to give extra money for the added stimulus. Optimal
transfers then taper in size as the migration effect of the transfer becomes more important.

In phase II, the migration effect of the transfer dominates, consistent with Proposition
3. This lasts from year 7 and half to after year 20 and features transfers that are lower
than the long run redistributive transfers. After the demand shock, the planner commits to
an entire time path of fiscal transfers. The planner promises very generous transfers in the
immediate aftermath of the shock, but she also includes a promise to tax people who stay
in the commuting zone in the medium run. Because of that promise, workers who get the
opportunity to move to a different location (because of a new job opportunity, etc.) take it.
Thus, the planner can have her cake and eat it to. She can get the immediate stimulus with
the front loaded transfers while still encouraging workers to find work elsewhere through the
promise of less generous transfers in the medium run.

Phase III is the long run, more than 20 years after the shock. At this point, wages
have completely adjusted and population has started to stabilize. There is no longer any
reason for policy to affect macroeconomic stabilization. This transfer optimally trades off
redistribution to people who are now poorer because of the shock against misallocation that

comes from worker migration response as explored in Gaubert et al. (2021).
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I show that the basic shape of the optimal policy is robust to varying key parameters in
Appendix [.1. As speed of migration increases, the migration effect becomes more prominent
leading to taxes 10 years after the shock. On the other hand, if wages adjust much quicker
the migration effect becomes less important as any migration occurs too slowly to affect the
recession. In that case, optimal transfers still drop quickly, but they never drop below the
long-run redistributive levels of transfers.

As a preliminary comparison of the implied optimal policy against current policy, I fit
a logit function to government transfers and a constant function to the income tax change
observed in Figure 1. I then find how large the demand shock would have to be to imply the
observed employment response in the first year seen in Figure A2. I then plot the resulting
equilibrium, scaling to correspond to a demand shock of —1, in Figure 3, in black. I include
the equilibrium with no policy as a dotted blue line.

The observed policy falls short in two main ways. First of all, it is not nearly generous
enough immediately after the demand shock, so that unemployment rises inefficiently high.
It then also does not fade away quickly enough, encouraging workers to remain in the area
for too long. In particular, transfers driven by the retirement and disability programs along
with the medical transfers seem to hurt macroeconomic stability. On the other hand, the
time path of the unemployment transfers match the general shape of the optimal policy:
generous immediately after the shock and fading out quickly. However the observed policy
does a decent job at matching the long run optimal redistribution. In the end, the observed

policy achieves 47.1% of the welfare gains offered by the fully optimal policy.

6.2 Alternate Policy Instruments

While the United States might never have access to fully optimal place-based taxes,
it could make adjustments to its current programs of automatic stabilizers so that they
do a better job of ensuring macroeconomic stability for cities going through recessions. For
example, the federal government could make further adjustments to its special unemployment
benefits program.

In this section, I assess how well these automatic stabilizers could work to fight local
recessions when we account for the stimulus and migration effects of policy. In particular,
I will consider 3 types of policies: unemployment insurance, income tax, and local budget
balance. I model unemployment insurance as a transfer to the region that must be propor-
tional to the labor wedge. With the income tax, the transfer must be proportional to lost
income. Local budget balance is different. I assess how effective policy can be when it is

constrained to have a present discounted value of 0, taking as given the taxes and transfers
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Figure 4: Imperfect Policies
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Note: This figure plots optimal policy against various imperfect policy instruments

currently offered by the national government. I optimize over the possible policies within
each class and assess how well they can compare to the full optimal policy in response to
the idiosyncratic demand shock to a commuting zone.

I plot the time path of transfers for the best policy within each class in Figure 4. The
fully optimal policy is reprinted for easy comparison. The optimal unemployment insurance
does a very good job of matching the general shape of the fully optimal policy. It allows for
extremely generous transfers on impact that decay over the next ten years as wages adjust.
Compared to the fully optimal policy, it only fails to recover and offer the efficient long
run redistribution. Yet, despite that, it still manages to achieve 94.7% of the welfare gains
of the fully optimal transfer. This unemployment insurance policy is much more generous
than any reasonable unemployment insurance system as it more than makes up for any lost
income. While that does not make sense as an individual transfer, it does suggest that the
central government could transfer money to commuting zones that have high unemployment
rate shocks. It also suggests that the federal government should consider making the special
benefits authorized for periods of high unemployment more generous, rather than extending
the period for which you are eligible.

The income tax has a small bump in transfers on impact, but it then falls close to its
long run level after 5 years. This high long run transfer implies that it continues to distort
migration too much, both in the medium run and long run. The income tax only manages

to get 65.6% of the welfare gains of the fully optimal policy even while it makes up 50% of
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the lost income in the commuting zone.

Turning to the budget balanced policy, I find that a local government can fight a local
recession by borrowing to fund a large stimulus program after the demand shock. The
stimulus puts many workers back to work immediately. The local government then pays for
that policy with taxes in the medium and long run. By taxing heavily around year 8, the
local government can encourage people to leave and find good employment somewhere else
at the same time it funds its stimulus payments. The government then settles in with a
small transfer to households left in the area. With this policy, and no change in the central
government’s tax and transfer program, a local government can get 90.0% of the welfare
gains from the fully optimal policy, much better than the 47.1% implied by the current

policies.

7 Optimal Policy After the China Trade Shock

In section 6, I analyzed what this model suggests for place-based policy in response to
an idiosyncratic demand shock to a single region. In this section, I consider what this model
suggests for fighting the regional recessions caused by the China trade shock. With the full
model and a spatially correlated shock, I can assess how the migration and stimulus effect

change as suggested by Proposition 2.

7.1 The Trade Shock

I model the trade shock as a uniformly increasing demand shock for traded production of
commuting zones starting in the year 2000 and ending at the beginning of year 2010 as Autor
et al. (2021) showed that imports from China plateaued at that point. I further assume that
starting in the year 2000, the planner fully anticipates the size of the entire trade shock. I
follow Autor et al. (2021) in constructing the China Trade shock to each commuting zone.
In particular, I use the notion of average change in import penetration across industries,

weighted by industry shares in initial CZ employment:

En 5,2000 US
AIP, = ' 82000 A FpUS
Z en,QOOO B

where AIPYS = AM pinavs.s/(Yus.s2000 + Mus.s2000 — Xvs.s.2000) is the growth of Chinese

Ln,s,2000

import penetration for U.S. manufacturing industry s over the period 2000 to 2012," = 2

15The authors use that time frame as 2000 is the year before China enters the WTO and 2012 is sufficiently
after the 2008 financial crisis that the volatility in global trade has subsided.
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Figure 5: 100x China Shock to Trade Demand

Note: This figure plots the incidence of the China Trade shock across the 722 commuting zones of the
contiguous United States. The shock is constructed instrumenting for the increase in Chinese import
penetration in 4 digit industries to the United States from 2000 to 2012 with the increase in export
penetration to a group of other developed countries, as in Autor et al. (2021). The impact on each
commuting zone is determined by share of commuting zone employment in the sector in year 2000.

is the share of industry s in CZ n’s total employment in the year 2000, and Yy s 2000 +
Mirs s.2000 — Xus,s.2000 1 total US absorption of industry s production in the year 2000. I
then instrument for that import penetration using import penetration of China to eight other
developed countries'® and the share of employment in industry s commuting zone n in the
year 1990,

AIP)Y = £n,s1990 & 1 poc

s n,1990

where AIP? = AMhina,oc.s/(Yus.sioor + Mus,si99r — Xus,sa997) following Autor et al. (2021).
Then I interpret the predicted exposure as the negative demand shock to the traded output
of CZ n, normalized by the traded share, —¢En(1 — «). I plot the distribution of shocks in
Figure 5.

I ignore the exposure of the US to Chinese imports as the increase in US exports to China
are much smaller than the growth in China’s exports to the US, and Adao et al. (2019) find

negligible effects of import exposure on wages and the employment rate.

16The eight other countries are Australia, Denmark, Finland, Germany, Japan, New Zealand, Spain, and
Switzerland.

44



Figure 6: Optimal Policy Response to China Trade Shock
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Note: This figure plots the coefficients of a regression of optimal transfers relative to original earnings on
the size of the China shock for each time ¢, weighting by pre-shock population, just as in Autor et al.
(2021), in black.

7.2 Average Optimal Policy

I start by plotting the average optimal policy directed at commuting zones affected by
the China trade shock. I regress the optimal transfer, as a share of initial earnings, to each
CZ on the size of the shock to the region’s demand for traded output to make the results
comparable to Section 6. I weight each CZ by initial population before the shock, just as
Autor et al. (2021) do. I plot the results in Figure 6.

The time path of the transfers is significantly different from that found in Section 6
because starting in the year 2000, the planner expects future shocks. Therefore, the planner
does not want to encourage too many households from entering the CZs hit by the China
shock before the worst of the shock hits. Thus, the optimal transfer starts small and slowly
builds until 2010 when the China shock stops intensifying. At that point, the optimal
transfers start to fall. I include a plot of the optimal policy responses against a China
trade shock that happens all at some future date 7 in Appendix 1.2. It shows that for
expected shocks, the central government should actually tax locations that are about to be
hit, but then greatly increase transfers once the region experiences the shock. That means
that depending on the planner’s expectations of how much the shock will intensify, the
government might have wanted to tax in the early 2000s or provide more generous transfers.

To aid comparison of the optimal transfer in response to a spatially correlated shock
against the idiosyncratic shock considered in Section 6, I compare the optimal transfers
regressed on the size of the shock if the China shock happened all at 2000 to the optimal
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transfer from Section 6 in Appendix [.2. I find that the transfers to regions hit by the China
trade shock are less generous immediately after the shock than that in the idiosyncratic
case. The reason is because the stimulus transfers to nearby commuting zones stimulate the
regions hit by the shock. Therefore, the transfer right at 2000 does not need to be as generous
to stimulate the economy. However, by 2005, the optimal transfer in the idiosyncratic case
falls below the optimal transfer for the China trade shock as the migration effect dominates.
Furthermore, the China trade shock transfers never fall below their long run redistributive
level, suggesting that the migration effect never dominates as the shock is spatially correlated.

I next compare the optimal policy in Figure 6 to the observed transfers in Autor et al.
(2021) to the China trade shock. Comparison is difficult as Autor et al. (2021) considers
the total increase in the transfer per capita, ignoring changing demographics so some of the
transfers likely have a stimulus effect with no migration effect. However, they find very large
transfers. Renormalizing their results according to the implied shock to tradable output I
find that by 2010, government transfers have increased by 0.75 log points for every log point
decrease in traded demand. These transfers continue to climb to above 1 log point in 2015.
Normalizing to find the effect on income gives an increase in income of 0.2 log points in
2010, much higher than the optimal transfers at the maximum point. Those transfers then
continue to grow higher than the optimal transfers, suggesting that the transfers Autor et al.

(2021) find are inefficiently high and likely hurt macroeconomic stability.

7.3 The Geography of Optimal Policy

The average policy hides a significant amount of spatial heterogeneity. I plot some of
that heterogeneity in Figure 7.

In the year 2000, Figure 7a, transfers are small but roughly targeted toward those CZs
that will receive the China trade shock. That is because there is no migration effect from
these unexpected transfers. Households cannot respond to transfers immediately announced
and enacted. Thus, the planner targets the transfers towards CZs where he can get a small
stimulus effect.

By 2005, as one can see in Figure 7b, the transfers are targeted toward those CZs that are
directly impacted by the China shock and those CZs nearby. One can see this most clearly
with the commuting zones in West Virginia, which were not hit by the China shock since
they were not particularly industrialized, but they do receive generous transfers from the
government. The other notable feature in 2005 is that there a few isolated CZs in Georgia
and Alabama that did not see strong effects from the China shock. Those CZs tend to

see mild taxes. That is because the optimal transfers feature such large transfers to the
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Figure 7: 100x Optimal Transfer Relative to Original Income

(a) 2000 (b) 2005
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Note: This figure shows the geography of optimal transfers in response to the China trade shock for
commuting zones at various years.
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Figure 8: Summary of Optimal Transfers
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Note: This figure shows the total value of transfers and the value of transfers relative to the long run
redistribution levels of transfers.

surrounding areas that those regions end up overstimulated.

By 2010, the same basic transfers from 2005 are there but they are intensified. In par-
ticular, there are generous transfers directed towards much of the eastern half of the United
States that saw much worse trade shocks. The transfers are also targeted towards the regions
in the west directly impacted by the shock, or those commuting zones exactly adjacent to
those. After the peak of the shock, the optimal transfers slowly scale back. Transfers in
2020 are only large in those areas badly hit by the shock. By 2030, the transfers shrink
even more. And in 2040, the optimal transfers feature modest redistributive payments to
those CZs most impacted by the China trade shock, both directly, and indirectly through
migration and demand feedback effects emphasized by Adao et al. (2019).

I summarize the lifetime implications of these transfers in Figure 8. In Figure 8a, I plot
the lifetime value of transfers relative to original income in every CZ. These transfers are
overwhelmingly targeted towards regions directly impacted by the shock. Figure 8b shows the
total lifetime value of transfers minus the lifetime value of the redistribution transfers. Here,
the West Virginia CZs stand out as regions that received a significant amount of transitional
transfers from the central government. These are regions not directly impacted by the shock
but are close by and so can provide stimulus while also encouraging households to move
out. Similarly, regions just to the west of those regions hit by the shock saw significant

transitional transfers for similar reasons.

8 Concluding Remarks

Regions are subject to idiosyncratic shocks. Changes in trade policies can lead to large

shifts in demand. Economic structural change can make the product one location produces
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less enticing. And idiosyncratic shocks to individual firms can end up greatly hurting a town.
Central governments cannot use monetary policy to fight the resulting local recessions, but
it can use other policies.

In this paper, I focused on one key market failure that shapes how regions respond to
these shocks: wage rigidity. In such a case, I have shown that fiscal policy can be used to
fight the resulting local recession. The resulting optimal transfers should be aggressive, but
short lived. For idiosyncratic shocks, more generous unemployment insurance could provide
the necessary stimulus without distorting location choice greatly. More aggregate shocks
likely call for a more coordinated response across space and time.

My analysis leaves many questions unanswered. Are there other tools available to a
central government for fighting local recessions? What if households lose skills from not
working? Can retraining programs work to stimulate the local economy without distorting
migration decisions? When can a commuting zone reinvent itself and rebuild demand for its

traded output? I hope to address these topics in future research.
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A Empirical Details

A.1 Data Details

Local Area Unemployment Statistics (LAUS). The Local Area Unemployment Statis-
tics are maintained by the Bureau of Labor Statistics (BLS) and provide counts of the labor
force, the number of employed workers, and the number of unemployed workers by county
in the United States for the years 1990-2023.

For Los Angeles County, New York City, Chicago-Naperville-Arlington Heights, Cleveland-
Elyria, Detroit-Warren-Dearborn, Miami-Miami Beach-Kendall, and Seattle-Bellevue-Everett,
the BLS constructs the counts by smoothing out the responses from the Current Population
Survey (CPS). They assume that in any given month, the reported unemployment in the
CPS has some measurement error. They then model how the true values move around with
some autocorrelation and back out an estimate.

For every other county, the BLS use an approach known as the Handbook method. The
total employment estimate comes from the Current Employment Statistics (CES) survey
and the Quarterly Census of Employment and Wages (QCEW) which are designed to find
non-farm employment. For the remaining employment, they use CPS estimates combined
with ACS estimates. The count of unemployment primarily comes from the Unemployment
Insurance system. Those covered by the UI system are counted. The BLS then includes
estimates of how many who are still unemployed but no longer qualify for benefits. For
those who are never covered, the BLS uses the CPS. All series are then adjusted so that they
sum up to be consistent with the state-level data.

Details can be found at https://www.bls.gov/opub/hom/lau/calculation.htm. The data
can be downloaded from https://www.bls.gov/lau/data.htm.

Regional Economic Accounts (REA). The Regional Economic Accounts (REA) are
maintained by the Bureau of Economic Analysis (BEA). I use information on earnings, pop-
ulation, employment, and government transfers from the REA. Estimates of total population
come from the Census Bureau. For earnings, I use net earnings by place of residence plus
dividends, interest, and rent. Net earnings by place of residence includes all compensation of
employees and proprietor’s income in a county less the employer contribution to government
social insurance with an adjustment for where people live rather than work. I use their count

of total employment for employment. The government transfers are discussed in the text.

See https://www.bea.gov/resources/methodologies/local-area-personal-income-employment

for details.

Current Population Survey (CPS). I use data on wage earnings from the Annual
Social and Economic Supplement (ASEC) of the Current Population Survey (CPS) which
I download from IPUMS. I use the variable INCWAGE where respondents are asked their
pre-tax wage and salary income in the previous year. I use the variable WKSWORK1 where
respondents are asked how many weeks they worked in the previous year.

Internal Revenue Service (IRS) Statistics of Income (SOI). The IRS creates the
Statistics of Income (SOI) by county based on the addresses reported on the individual
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income tax returns field. Data on income is available for the years 1989-2021. Data on total
income tax paid by county begins in 2010. I use the variables A06500 for total income tax and
I add in the variables for the tax credis included in government transfers so as to not double
count them. I use data on total state and local taxes paid from the variables A18425, A18450,
and A18500. The data can be easily downloaded from https://www.irs.gov/statistics/soi-
tax-stats-county-data.

US County Population Data. I download data on US population by county broken up
by age from National Cancer Institute Surveillance, Epidemiology, and End Results Program.
It is available at https://seer.cancer.gov/popdata/.

Aggregation All data is aggregated up to the 1990 commuting zone level following Tol-
bert and Sizer (1996) and Autor et al. (2013). The crosswalks I use are available at
https://www.ddorn.net /data.htm.

A.2 Other Variable Responses to Unemployment Innovations

Here I include the impulse response functions for wages and population after an innovation
in unemployment. As in the main text, I normalize all variables to correspond to a 10
percentage point jump in the unemployment rate.
I start by looking at how wage earnings adjust to the shock. My main regression speci-
fication is:
L
log E;“,Hh = §* log weeks; ;n + Brtiniy + 73(2') + ’yf + Z WZLun(i),t_L + T X, + Exhs
L=1

where £} is the wage earnings of individual ¢ in year ¢, weeks;; is the number of weeks that
individual worked, w,;); is the unemployment in i’s commuting zone in year ¢, A and A
are commuting zone and year fixed effects respectively, and X, is a vector of individual
level controls for education, race, sex, industry, age, and age?. CPS is relatively small, so I
lack power to include state year fixed effects as I did in the main text. Therefore, I include
commuting zone fixed effect and year fixed effects. The detailed demographic controls should
control for differences across agents. Controlling for log weeks worked leaves the impulse
response of weekly wage earnings.

I plot the estimates of 3, in Figure A1. I find that weekly wage earnings do not move at all
the year of the increase in unemployment. Instead, weekly wage earnings in the commuting
zone slowly decreases relative to earning in the rest of the US over the following 4 years
before leveling off and recovering.

I next consider how population ¢,;, unemployment wu,;, earnings per capita X,;, and
employment per capita H,; adjust in response to an innovation in unemployment. My main
specification is

L
108 Ynth = Brtint + 7 + VQ(n)t + Z Vo Ung—1 + Engp
L=1
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Figure A1l: Log Wage Response

Note: This figure plots local Jorda projections of log wages in a commuting zone on innovations in local
unemployment, respectively. Results are normalized to correspond to a jump in unemployment of 10
percentage points. Bands indicate 95% confidence intervals clustering on commuting zone.

for outcome y,, ¢+, Y is a commuting zone fixed effect, and vf(n)t is a state-year fixed effect.

Just as before, in my main specification I include 2 years of lagged unemployment (L = 2),
though the main results remain robust including more.
I plot the estimates of [}, in Figure A2.

A.3 Medical Detalils

I include a graph showing the details of how medical transfers respond to an innovation in

unemployment. The normalized transfers from Medicaid and Medicare are plotted in Figure
A3.

A.4 Not Controlling for Old Age

In this subsection, I present the details of how the Public Assistance Programs respond
to a shock without controlling for the old age share of the region. The results are plotted in
Figure A4. As one might expect, the size of the government transfers are larger, especially
for later years. Furthermore, a much larger share of the transfers are explained by an increase
in ret+dis transfers from the government. This is consistent with the findings of Autor et al.
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Figure A2: Impulse Response to an Innovation in Unemployment
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Note: This plots local Jorda projections of various economic variables in a commuting zone on innovations
in local unemployment. Results are normalized to correspond to a jump in unemployment of 10 percentage
points. Bands indicate 95% confidence interval clustering on state.

(2021) who find that most of the transfers from the government come through disability,
retirement, and Medicare payments.

B Proofs for Section 4

Throughout, I make a few technical assumptions to ensure that the limits I take are
well-defined. First, I assume that the labor wedge is bounded away from infinity and away
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Figure A3: Medical Details

Note: This figure plots local Jorda projections of medical transfers in a commuting zone on innovations in
local unemployment, respectively. Results are normalized to correspond to a jump in unemployment of 10
percentage points. Bands indicate 95% confidence intervals clustering on state.

from being too negative.

Assumption 1. There exists a €, > 0 and B, > 0 such that, in any interior solution to
(sPP), _

Tt < BT
and

Qp

1—a,

1 =+ Tnt > Er.
This restricts my analysis to equilibria where regions are not booming or busting too
much. The assumption that 1 + +%2—7,,; is bounded away from 0 also implies that utility in

1—an

avr oH™ _ Ug

o0H oT P_: 1+
The next assumption is that the migration semi-elasticities are all bounded away from

infinity.

. . . . . n
each location is increasing in a transfer as %LT +

n
l1—an Tnt) :

Assumption 2. There ezists a B, > 0 such that

Jlog ™ <B,

aUnl

x Dy,

0log (™
aUnl

I also assume that Hr,; is bounded above and away from 0.
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Figure A4: Government Transfer Impact on Log Income

Note:This figure plots the Jorda projections of log public assistance programs in a commuting zone on
innovations in local unemployment without controlling for the old age share. Results are normalized to
correspond to a jump in unemployment of 10 percentage points and the share of income that comes from
the respective program. Bands indicate 95% confidence intervals clustering on state.

Assumption 3. There exists a By > 0 and ey > 0 such that, in any interior solution to
(SPP), B
e < HTnt < BH

I assume that the optimal transfers are also bounded.

Assumption 4. There exists a By > 0 such that
’Tnt| < §T7

in any interior solution to (SPP).

And T also assume that the marginal utility of expenditures is bounded away from 0 and
infinity.

Assumption 5. There exists ec > 0 and B¢ such that

in all interior solution to (SPP).
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I start by proving Lemma 1.

Lemma 1. The derivatives of the indirect utility function are

v Ug, 8V”_W%
or P’ 0H ' "P,

Tnt-

The deriwatives of the hours worked function are

oH™ 1 a, OH™ 1 ¢,Er 1 OH" 1 ¢nEr 1

0T:Wn1—an; (9logET:Wn1—anZ’ (710g€:_Wn1—an€

Proof. The derivatives of the hours are trivial. Recall that

1 Er 1
H™(Ep,(,T) = <¢m -, Om )

W \1—a,tl 1—a,
Then
JH™ 1 ap
or W, 1—a,,
oH™ 1 onEr 1
o W, 1—a,, 2

OH™ 1 ¢ 1
8ET Wml—am[

These can then be rewritten to get the derivatives.
The derivatives for the indirect utility function are

gl G )

orT dT’ P, P,
_Ue
= Pn
ovn d W, T
- o (g = H
oH dH[U (Pn "B )]
WTL n mn
:EUC—FUH
LW UE (), Pl
P, W, UA
Un
= nF:Tnt

Next I prove the lemmas associated with the first order conditions.
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Lemma 2. In any interior solution to (SPP),

Z WnHTnl Tnl -0
1— (679 n 1+ 1362"7'”1 ‘

Lemma 3. In any interior solution to (SPP), first period transfers must satisfy

Cnl Cnl On W Hrmt Tmi1 1
b1 T V™ = ¢ -— -1 +== T, — 12 v
; mliml¥nl nl )\Gl AGl 1— O nl ; 1_ O ml 1+ lfg Tl nl
— —_—— m

-~

redistribution stimulus effect migration effect

fiscal externality

nl — aUnl aT‘nl aHnl 6Tn1
tion m to a transfer in location n holding fized utility in locations other than n, and \§ > 0
1s the social value of the government having another dollar.

ml n nl . . . . .. . .
where ym! = 21ost <‘Wn V" oH ) is the migration semi-elasticity of population in loca-

Lemma 4. In any interior solution to (SPP), second period transfers must satisfy

)‘Gt t Cn? Cn2 (6773
N bt TV = Uy | 2= — 1+ 222 n

AG2 Ag2 1 —ay
Z )\Gt Z Wi Hrmy Tmt th
- ) 1T ¢
A2 & 1 —an, " 14 22Ty n2>

where A\go s the social value value of the government having another dollar in period 2, and

v is the elasticity of population in location m at time t to a transfer to location i at time

2.

Lemma 5. In any interior solution to (SPP),

y Wbl T2
1—a, L+ 22-Tho

Proof. The planners problem is

A2 1 N | Un n1(? Uno| di
ETtv{Tnf??git}v{ent}J\I <Z>; nearg max Usy 48,1 (1) 48U 1 [ 1te 1(Z> +0 2] ¢

subject to the constraints

gnl = gnl ({Unl + BUnQ}) )
lng = ngl,umn ({Ukz})

Unt =V (Tnt7 ETta gnt) )
ZgntTnt = 07

where V*(T, Ep,{) = V*(T, H(T,{, Er)). 1 can then take the first order conditions. This

62



gives

U1 10 = Autl +Z>\ oo
nl - — \nltnl m2 6U
: Nl A gl NIV
UnQ 0= ﬁ n2tn2 +; mlﬁﬁnlﬂmn +;Zk: m2 klaUng — \n2
v oV
U 20 ==\, + megunm m% — a1
oV
gng 0= —)\fﬂ + /\n2 a€n2 - >\G2Tn2
ovr
To1:0 =X\ —— T Ac1ln
oV
Tho:0=\)—r T, AGalna,

where \Y, is the Lagrange multiplier on the utility constraint, \’, is the Lagrange multiplier
on the population constraint, and Ag; is the Lagrange multiplier on the government budget
constraint, and i, = ™" ({Uk2}). Then in the first order conditions for the transfers, we
can solve for A\, and then substitute in for it in the other equations. That gives

ormt )\G1£n1
Upi 0 0= Aoilps + Z/\ml U v
aTnl
- ormt O™ Agalns
Uns : 0 = BAnaln N B——lin PN _ e
2 BAn2lna +; m156Un1/i +;zk] matkl U g}ﬁ;
MGl OV
. _ ¢ nl
loy 0= =)\ +2)\m2unm T — Ag1Tn1
aTnl
Aaol,o OV
. Y G2 n2_ .
L N FRIET A2 Tz
aTnZ

Then we look to take the limit § — 0. Turning to the first order conditions for the second
period, note that the first order condition for ¢, is,

N Aaalyg OV

0=— 2
n2 V" Ol
aTnZ

- )\GQTnQ

and the first order condition for U,,s,

+ZZ/\ e,ﬂ —Af;i‘i’”,

aTn2

since the migration semi-elasticity is bounded by assumption 2. Then substituting out A%,
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we find that

)\GzemQ &V a,ukm )\G2€n2
:oﬁ)—FZZ[ FEY, Q—AGQTmzlﬂmaUZ— Pt
m k Tz m " OTna

Summing across all n implies that

Acalima OV™ opkm 1
) + Z {ZZ [ Iz T )\Gsz2] Cra U, Aa2lno—— o

aTn2

m 2

Aol OV™ 0
= o(B) ‘|’Z [ o ol )\G2Tm2] (Z;gkl 5

Mkzm
Un2 - )\G2 Z €n2 ovn
m a m2

T2

Then note that because idiosyncratic utility shocks are additive, a uniform increase in utility
across all locations does not change population, (Z D Oy 2L o 2) = 0. Therefore,

0=o0(8) — AGQZM&L

|
n aTn2
And since g¥ = % ( ) is bound away from infinity and zero by assumptions 1
and 5, A\g2 € o(3). And therefore, A\, = ’\%2 SZL; — Ag2T o € o(5).

Therefore, focusing on the first period we can solve for the Lagrange multiplier on pop-
ulation in the first period

A1 lng OV
Ale = i‘lfn - EY Aa1Tn1 + o(B).
aT_nl nl

Plugging this into the first order condition for utility gives

o ovm  of oU,
—aTnl m _(9Tm1 ml nl

N A1l OV ormt
L Nl + Z [ GLoml — A1l + 0(5)] :
Rewriting slightly, taking as given that Ag; > 0 for now,

dlog (™t oV An1 OV T — dlog ™ OV
Coi T =l | 22 (g Bl .
Z U, oUp1 0T ! (AGI 0T, ) Z ' avm oUp 0T +olf)

Tm1

Substituting in,

ovn U& oy,
or P, (1 * 1 —anTnt>

avn o ¢nET 1 UC
dlogl 1—anl, P
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and )} = algge:nl g:‘,,/ and taking the limit as 5 — 0 then completes the proof of the formula

in Lemma 3. Next, I note that if the government were to 1ncrease transfers to location n

by a‘:fn > 0, then utility in every location increases by & aT — T. Then since utility

EV”

shocks are additive, no one changes where they live and utlhty increases in every location.

Therefore, the Lagrange multiplier on the budget constraint must be positive, i.e. Ag; > 0.
Next I take the first order condition with respect to Er;. That gives

0=\ )
Z nl aET
Substituting in for A/, then implies
aV"
ZAGwm =
a’Tnl

Plugging in the derivatives then completes the proof of Lemma 2.
Next we return to the second period first order conditions. Dividing those equations by

[ gives

- aloggml dlog "™ Aga oo
B ) m2 n
0= An2€n2+§ Amibm—7— 22 5 (ke U B 2
aTnQ

_ovn

¢
Ay _ AG2 Tlogln;  AG2
-2 — Tho.

B B B

aTnQ

We can then plug in for ’\;% and X/ ;. Therefore

)\GQ gng - )\Gl ovm™ 6log gml
aVn = )\n2£n2 + Z [ oym 6log gml )\Glel + O(B)] Eml Tnl[j,mn
aTnZ m
N ZZ [)\02 81?)‘g/fm2 B )\G2T 2] Gt 0log pFm
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Then rewriting slightly

Aot 0log (™! ov,
Z mléml Hmn
>\G2/5 8Un1 6Tn2

gkl/vbkm & IOg ,ukm af/" Xng 6‘7”
; 2m? ( & gml aUn2 aTn2 ? )‘G2/6 aTnQ (5>
ovm

A1 Flogtny , Ologl™ ovn
+> ) Ly

c2/B G ™o " 0T

o gml aUnQ aTnQ

m 6Tm2

avm ~
14 0log ™ ovm
210g bmz k1Mkm gu
by Tt ( k ) |

Then to complete the proof, we plug in the derivative values and note that

dlogem™ oV

ml __
Vn? B ﬁ a[Jnl mn aTnQ ’
and -
m2 _ N beapagm Olog it oV
"2 gml aUnQ aTnQ ‘

k

Just as before I can consider a deviation where the planner increases the transfers to every
location by in period 2 to conclude that Ago/3 > 0.

"V"

Finally we turn to the first order condition for the monetary policy in period 2. We have

0=\
Z n2 aETQ
Then we can plug in for the \Y,,
ovn
OET>
0= 2 b 32
aTnQ
Plugging in the values for the derivatives proves the result. O]

Next I turn to proving the propositions.

Proposition 1. Suppose that there are two locations, j (Janesville) and u (Rest of the US),
location j is arbitrarily small compared to location u, {;; — 0, and there are no redistributive
reasons for policy, (i = 1. Then in any interior solution to (SPP), the optimal period 1
transfer to location j must satisfy

1 W-H 1 0log (71
le_( Q; 1451 0108 )le’

j 1/]1 1-— % 1-— % 67—}1

0log ¢t _ dlog 091 ovi . . . . . .
where T = U, T 8 the semi-elasticity of location 1 population to a transfer, holding
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_ dlogtit (ovi | avi oHILY : . .
fixed hours worked, and v ﬂ = U, (ale t oy or,y ) 8 the semi-elasticity of location 1

population to a transfer, allowing hours to vary.

Proof. With no redistributive reasons for policy, an = 1. We then have that the budget
constraint is

Tl +Tilj =0,

while the first order condition for monetary policy is

W; Hlef le WuHTul £u1 Tul —0.

Ay
11—«

1— oy

1—a

And then, with two locations, the number of people in Janesville is only a function of the
difference in utility ¢;; = #/*(Uj; — Uj2). Then there is a v so that

ouitaet ot o

U, Ua 0U. Uy
And the first order condition for the transfer to Janesville is
Vit oVt 1 1 a;
-T, T =l |l—=+—=—L71-1
Wor, T, TG T AT —a,

I/VjHle le é‘f/ﬂ
1-— ozj 1+ ngle 8T31
WuHTul Tul 6‘7]'1

v .
l—a, 1+ lfguﬂd T

Then from the budget constraint,

l
Tul = *6‘7_1 71
From the monetary policy,
WoHrpu Tul _ _@ VVjHle Tj1

1—Oéu gull—Oéjl—Flf—ijle.

Plugging in we find that the transfer to Janesville is

Cily 1 1 ; W.:Hrp; ;
T, = St R R IR A S S
yé ovil )\Gl 1-— Oéj 1— O{j 1 + 1_—]_7']'1
ale Qi

We can do similar algebra for the rest of the U.S.,

bl 1 1 ” wHry ”
T, = 31_1af/u1[ (1+ Q@ Tul)_ll_w Tul Tul
vl T
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I will then rewrite this with migration semi-elasticities to j, absorbing v,

T = b 1 [ L (1 + 7'»1) - 1_ - Wit 7
L™ 7 dlogts ovit T . Y
/ aUle T )\Gl ] 1 Q 1+ 1o, Ti1

and

0 1 1 ] H
Tul _ ul l <1 + Qy, Tul) 1] = Wu Tul Tul

¢ 0logtj gvul 11—, 1+ 27,
anl oTu1 - u 1-ay ul

Budget balance then implies

0 1 1 (6% 12 1 1 1 «
dlog ;1 o1/l P dlog ;1 gyul — u ’
¢ 8UJ'1]1 6TJ]'1 Aai 1 A t anljl 0Tu1 Act L=

using the fact that monetary policy makes the average labor wedge 0. Solving for Ag; then
gives

ay

5
1+ 1—aj le

L1 4w L a w1
Z 3log£j1 ovil Z 6logfj1 ovul
A . U 9Ty 3Uj1 0Ty
ST 1 4 b 1
¢ 9logljy Hyjl ¢ ©loglji pyul
aU;; 0Ty aUj; 0Ty
J
T Xy
1704j Jjl 17auTu1
g alogéjl ovil g alogejl ovul
— 14 jl oUj1 9Tj 4 ul oUj1 0Ty
¢ 1 + bu 1 7 1 + ftu 1
7 loglil oyl ¢ 9dlogljy yul 7 9logljy 5yil ¢ 9logtji ppul

aU;1 0Ty 301 0Tyl U5 0Ty 3Uj1 0Tyt

Then since hours and the labor wedge are bounded, assumptions 3 and 1, monetary policy
implies
o WuHTulg Tul

0= ul
1— Oy, 1 + 1SZUTU1

+ o(lj1),

and therefore, 7,1 € 0({;1) as Hry is bounded away from 0 by assumption 3 and 1+ Tyl
is bounded by assumption 1. Therefore, Ag1 = 1 + o(¢;1).
Then returning to the tax in Janesville,

T-l _ Z __Ejl ]_ _ 1 <1 I % T-1> _1_ VVjHle 1 . alogﬁﬂ ﬁ{/le.l
’ ( dealigln | 1+ ofl) 1—a;”’ L—a; 1+ my Uy 0T

Finally, I note that, taking the limit as ¢;; — 0, and plugging in

il dlog 03t Vit

it 8uj1 67—}1
and ' ' o
dlog (71 oVt 1 0log £71 oV

anl (77}1 B 1+ 1?—&7}1 anl (31}1 ’
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completes the proof.

Next I move on to proposition 2.

Proposition 2. Suppose that there are two large locations, s (southern US) and n (northern
US), and one small location, j (Janesville). Then, if there are no redistributive reasons for
transfers Coe = (ot = Cj¢ = 1, in any interior solution to (SPP),

1 1 1 a; W'HT'l alogEﬂ
Tn>—((— -1 A L <
" (( > Thaloa, T-a, o1y )

if and only if migrants to j disproportionately come from the region in a recession, i.e.
COVk;ﬁj(‘VJkH,Tkl) > 0.

Proof. Without loss of generality, I am going to assume that the north is in a recession. The

budget constraint is
0(@1) + Toalny + Tialsy =0,

since, by assumption 4, transfers to Janesville are bound. The first order condition for
monetary policy is

WSHTSI Ts1 WnHTnl Tnl
0(&' ) + 651 a gnl @ = 07
1 — ag L+ 25-7a 1—a, L+ 227

where I use the fact that hours and the labor wedges are bounded by assumptions 1 and 3.
Then the first order condition for transfers is

XklUk oy W Hrmi Tm1l
0T ml _ ’ b 1 1l = m m / m ml.
; m1 Tm1 Vi kl[}\Glpk T o ; T —am ™1 2, K

Then solving for the transfers in the north and south gives

b1l 1 1 i W, H

T, = n1751 k 1+ Qo ) —1] = nd1Tnl Tnl +0(€j1)7
vl %‘7{7711 a1 1 n | T

nl

and

lalpy 1 1 Qs | WsHra Ts1
T = —— 1 -1 - l;
ot vl V| Agr * 1— ay Tl o +ollin),
aT‘sl -
where v = %. Then the transfer to Janesville must satisfy

Tt L 1+ o] i) —1— WiHrj1 i h
J1¥51 A 1—oz-]1 11— 14 -2 7 Jj1
G1 7 J 1—aj Tj1
nl sl
Wy Hrpa Tnl Vit WsHrg Ts1 Vi
- nl Y - sl a
1—ay, 1+ Toa, Tnl 1 1— oy 1+ T, sl Ejl
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J1 J1
Tsleslg Tnlenlr-
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Then note that

1 1 o
T = — (1 +—L 7
’ zxjjll [)\Gl 1—a;"’

3 3 WnHTnl Tnl WSHTsl Ts1
where X is the weighted average of £,,1 I TH iy + 4,1 Ty and £ el pr el baTs,

1
+ ?X + O(Ejl)
Vi

. 129
v aj gl
1 Qaj 1+ 1_%_7']1

> o Willrp Tq j ]

Tas s
nl sl
with weights —% and —Z 1 respectively. Note from the expressions for 7},; and T, we have
WnHrni Tnl loilsr 1 1 On
1Tt + o =l = = 14+ ——71 ) — 1},
1- Qp, 1+ 1fan Tnl 174 %nll )\Gl 1-— Qp
and WsH ls1f 1 1
T, Q
gslTsl + 681 s41Ts1 (811 _ 581 sl 7n1 - 1+ s T | — 1.
l—as 1+ 1270 vl %‘jff Ac1 1— ag
s sl

Furthermore, adding together equals zero. Since n is in a recession so that 7,1 > 0 and s is in a
boom 74 < 0, it must be the case that

Enlgsl 1 1 Qo 551%1 1 1 Qg
—_— — (1 4+ — -1 >0> = = 1+ —- —1f.
vl U | Aar 1—a, ™ vl W | A 1—a, ™
aTnl aTsl

Therefore, if [v]}] > |v7;|, X > 0 proving the result when I take the limit as £;; — 0. O

Proposition 3. Suppose that there are two locations, j (Janesville) and u (Rest of the US),
location j is arbitrarily small, {;; — 0, there are no redistributive reasons for policy, B, = 1,
and j is in a recession, Tjy > 0. Then in any interior solution to (SPP), the optimal period
2 transfer to location j satisfies

Tj < L < i WjNTﬂalOgeﬂ) Tj2,

VJ]22 1-— Ctj 1-— Oéj aﬂg

when the share of workers in location 7 in period 1 who stay in location j in period 2 is
greater than zero.

Proof. In period 1, we have that

T-

J

1 Q; I/VjHle 610g€j1
= — — . /.
! (1-(1]‘ 1—(1]‘ 5le Tj1+0(]>

71

T = o(l1)
)\Gl =1+ O(gjl).

Recall that

U5 ovn

aTnQ

— ormt o™ Naol,
0= ﬁ)\nggng +Z)\fnlﬁml,umn +ZZ)\fn2€k1 H G2 2.
m n m k
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Then summing across all n implies that

£

- B Z /\n2€n27

a2

n aTnQ

since no one moves from uniform increases in utility. Therefore,

e oV
ﬁ = )\ug aTUQ 0(8]‘2).

Meanwhile, the monetary policy is

WuHu u
0— T1£ T1
1—ay 1+

+ O(Ejg).

—ay Tul

Therefore, 7,1 € 0(£;2) and A (€J2)> = 1+ 0(¢;2). Then we can turn

to the first order conditions in Janesville in the second period. They are,

/\Gt /BXng (079
2 ZemtTmtV = £n2 |: >\G2Pn 1+ Tn2 | — 1

)‘G2 1- Qnp,

u2 a 6T - )\u2 P,

. Z Act Z W HTmt Tmt mt
A2 1—ay ™1+ 2, "

—Qm

Note that,

ﬂh_M%W‘aW

2 = Peu, Miar,
ovi

jl aT]2

Jl avi °
T

= M5V

\G _ 1+0(f‘1) .
And we have @ = Wéﬂ)) Transfers to the rest of the United States are 1,5 € 0({;2) as
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transfers are bounded. Then the transfers to Janesville satisfy

0(€j1> + O(£j2)+
G 14 o(ty) 1 1 o«
0 Typuyyit 2 = DO g o | —— 14 .
h ]LujjyﬂgTLil-l-O(EjZ) 7283205 = a2 1+ o(4)2) 1+0(€j2)1—oijJ2
J

. WjHTj2 4 Tj2 j2

. 92 Qa2
1 Oéj 1+1—aj7—]2

71
WjHle Tj1 ij

1—Oéj j11+1fgj7'j1 ﬁ
1 1 Q;
=l | ———M 1] J 4
72 |:1 + O(Ejg) + 1 + O(fjg) 1-— Oéj Tj2]
_WJ'HTJ'QK_
1_ o
Qi

2
€J2Tj2yj2

) Tj2 32
o 52
1+ T—a Tj2

ovi

7j1 g 2
Hiivi1 555
ale

B WjHlegj

1 Qaj
1-— Oéj 1 + T%le

vy
e B 1+ o(¢1)
13 1-— Q; i gTﬂ 1+ O(€j2)
1

-/

. oV
n /. ”WjHle 8log 6]17_' % 1+ 0(€j1)
J1H 11—« (97-'31 i gTﬂ 1+ O(gjg)

Jl

J

taking the limit as ¢;; — 0 and ¢;» — 0. Noting that 7;; > 0 completes the proof. n

C Extensions of the Simple Model

Next I consider how the model results change under a variety of assumptions. In all of
the extensions, I only focus on period 1, so I drop the ¢ subscript for simplicity.

C.1 Downward wage rigidity and costly price adjustments

C.1.1 Environment

There are ¢ total people, and two locations n € {j, u}.
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Households. The migration set-up is exactly the same as in the main text. But now, each
household is endowed with 1 unit of labor supply that the household supplies in elastically
with no utility cost. Therefore H,, < 1. Utility of a household living in location n is

U, =U"(Cy)
Cn = (CNTn)a(CTn>1_a

where « is the weight put on the non-traded sector. The households then choose non-traded
consumption and traded consumption to maximize utility subject to the budget constraint
taking prices as given,

pnC’NTn + PTCTn < Wan + Tn + H,

where p,, is the price of the local good, Pr is the price of the traded good, and II are the
profits.

Production. In each location, there is a continuum of firms that choose prices to maximize
profits. A representative firm competitively produces a final good with the varieties produced
by the firms, with a CES aggregator with elasticity of substitution e.

The firms compete monopolistically. Changing the price requires a Rotemberg real cost
in the freely traded good. That is, the firm that produces variety w solves the problem

DPn (w) — Pno

Pno

max  pa()yn() — Wi Ho()lo — ( ) Py,

P (w),yn (W), Hn ()

where Y, is total production of the region, and p,q is the previous price, subject to the the

technology constraint
Yo (w) = A, Hp(w)l,

pn(0)n(0) = (M)py

Pn

I further include 7 which is a subsidy on prices to undo the monopoly distortion. I assume
that this is paid for by the local workers. Assuming that all the firms are symmetric, we get

that prices solve
Pnin )

and demand

Pno DPno ¢
Then the profit losses of the firm are

Wages are downwardly rigid so
Wn = WnOaHn < 17

where W, is the previously set wage.
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A single firm aggregates up the goods produced by each location

Yr = [Z Qbr% (YTn)(T;l]

This firm is competitive so therefore

ol

o

o—1

1

1—0c

Market clearing. Market clearing implies that
Y, = A, H,/l,.
Demand for the good produced in the location is
Y, = Cnrnln + Yoo

Finally, demand for the traded good comes from consumption and the goods required for
Rotemberg price adjustment

YT_ZCTng +Z¢( pno) n-

Pno

C.1.2 Adjusted Proposition

Proposition A2. Suppose that location j is arbitrarily small compared to location u, location

un
j s in a recession, there are no redistributive reasons for policy M = 1, and monetary

policy is such that there is no inflation in w. Then in any interior equilibm’um, the optimal
period 1 transfer to location j must satisfy
—a _ BT 1 dlog
_ 1 l1—a 1—a £; 0Ty

Jj dlog{; 1 ¢;ET 1 dlogtd
de 11—« Ej 8T]-

Proof. The monetary policy ensures that there is full employment in u. Therefore, wages
~ l1—0
in j are downwardly rigid, no prices change, and II = 0. Defining ¢; = ¢, (g—;) , hours

worked in 7 is given by
(8% ¢] ET
1—« 1 -« E

(WH + T,
Uj—UJ<_] P ]>

J

The utility in location j is
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while utility in location w is

uw (Wu +T,
v ()

Furthermore, population remains the same so that
b =0 (U;-U,).
Then I will consider a change in taxes

0 Tydlog {; + £;dT; + £,T,dlog £, + £,dT, = 0.

Therefore,
1
dT, = — ;- (;Tydlog; + £;dT; + £, T,dlog ).

Therefore, the total change in welfare is
dW = \jl;dU; + A0, dU,

W 1 |

= \;(;UL (?jde + Fdej) + )\uEuU(JFudTu
SWRLe 50 Uegr 5 U

= )\jﬁjFI/deHj + )\jédeTj — )\uF (¢;T;dlogt; + ¢;dT; + €,T,dlog?,)

J J u
= Ejode - ijjdlogéj — Tuéudlog Eu,

where we use the fact that there is no insurance reason for policy,

. Uj _ U
A== =1
J -Pj Pu
Then population changes according to
0log ¢
dloggj = W (dUJ — dUu>
dlogti (W, U’ U
= —— (UL-=tdH,; + =CaT; — 24T,
oU ( C -Pj J + F)] J Pu
Meanwhile, hours change according to
« QbET 1
WidH; = ——dT; — ~——dlog{;.
J J l—«o J 1—« gj 085

Next, I note that df; = —dl, so that (f—idlog ¢; = dlogl,. Therefore, the change in total
welfare, normalized by the population in Janesville, is given by

C{TW — W;dH; — Tydlog (; — Tudlog (.
J
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Then taking the limit as ¢; — 0 holding fixed the alg[g}ﬁ"

aw

- = W;dH; — T;dlog{;,

J

since T,, — 0. In the limit,

dlog ¥ W U’ U
dlogl; = UlL,—LdH; + CdT — —Car,
Tooou \°P R P,

log (9 2
:8og€ U]WjdH +UCdT +U_(gTd10g£ +0;dT; + ¢, T,dlogell, ))

oU P;

log ¢7 W J
_ Jlost U]%deJr%dT}).

oU “P P
I then turn to solving for the change in hours. This is

W;dH; = dT; —

o ¢ Er 1 0logt? W U’
= AT} — = L—1dH; + —CdT;
7 1—at; U UCPj TP

J
< o ¢;Br1dlogl UJ)dT

1—0z€ oU P

¢;Er 1 dlog 7 U,
VVJ<1+ dH; e 1*Oz€ oU P

Then plugging into the welfare equation,

¢;Er 1 dlogt? Ué
AW 1o T i—al, U P,
= — - deT Tidlog {;.
éj 1+ ;i ET 1 dlogti Ug
11—« E]' 6U PJ
In the optimum, this must be zero. Rearranging gives the expression. [

C.2 Place-biased policy

C.2.1 Environment

The environment is the same as in the text, but now there are types 8 € © and I assume
that there are only two locations 7 and uw. These types can represent a wide variety of

categories. If a policy can target households based on where they started, then 6 can denote
starting location. It also could denote people over 65.

I will use a superscript € for functions and subscript 6 for values just as in the main text.
I assume that utility is given by

U (C, H) = C —v(H).
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This ensures that even if agents of different types earn different amounts in the same location,
they still supply the same number of hours worked when hours are efficiently rationed. Also,
each type # might have a different distribution of idiosyncratic utilities Gy, (-).

I also suppose that there is some policy parametrized by a parameter x. Agents of type
0 get a transfer of Ty, x for living in location n when there is x amount of the policy. This
captures the place-biased nature of the policy. It can be place-biased for two reasons. One is
that within a type 6, it is biased toward a single location. Alternatively, the policy is biased
toward a type 6 that is disproportionately in one particular location. Then earnings of type
f in location n is

E@n = Wan + Tgnli + T,

where T is the lump sum transfer from the government. The government budget constraint

1S
ZZ Tonlonk + (T = 0.
0 n

C.2.2 Adjusted Proposition

Proposition A3. Suppose that location j is arbitrarily small compared to location u, location
S - T S o AU

7 18 in a recession, there are mo redistributive reasons for policy .5 =1 and monetary
policy is such that there is no labor wedge in w. Then starting from an equilibrium with no
transfers, using a place-biased policy paid for with a lump-sum transfer increases welfare if

and only if

Ozj ngfgj - 29 Zn é@nTgn < quET/fj dlog Ej
1-— O./j ) Ej Z 1-— O./j dl’i ’

Proof. 1 will start by characterizing the equilibrium. Spending on the traded output in j is
given by
PriYr; = ¢;Er.

Spending on the non-traded goods is

PNTjYNTj = Oy, [Z (VVJH] + ngK, + T) ggj
6

Summing together and solving for hours worked I get

i Er/l; Oéj Tyjlojk
T
1-— % * 1-— % Z €n *

0

1
J

)

where ¢, = >, lg,. Therefore, the utility of agents of type 6 for living in Janesville is

VO (1, T, H) = U" (WJH * Lot T,H) |

P.

J

With that, I can then turn to find what happens with a small increase in the place-biased
policy to a region, and the lump sum transfer changes to maintain budget balance. Budget
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balance implies

> Tyilejdr + ) Tpulguds + 0dT = 0.
0 0
Then the change in total welfare is

AW = Z Nojlo;dUp; + Z NouloudUs,

9 Ty 8 U
_ZA@@, J Jd + ;dT+W PCT,dH
J

- T@u UC
T
+Zgl)\9u€9u (U B 2k 2 d )
ZngjTjde.

Taking the derivative of the hours function, I find that

E : Ty
W,dH; = ¢1ﬂ _Té b (2 %Jdlog@j> + fjw <Z 92—“%'5> dr
J

9 J

Then plugging in for transfers and noting that dlogl; = >, %dlog ly; we get that utility
J
increases from an increase in the policy if and only if

a; 2 ngggj _ Z@ Zn LonThn dk Qb]ET/E]dl g
]_ — Oéj 9 EJ Z 1

&
O

Importantly, the stimulus effect depends on the observed place-bias. The migration effect
depends the place-bias within a single type. To see that, note that

la-
dlogl; = Z %dlog Co;
0

o Lo Olog 0 (U 29 2n lonTon
_Zé_ oo, \p | T |

A

?
+Wip T]dH)

78



C.3 Households affect demand

C.3.1 Environment

Next I suppose that households affect demand for a particular region. In particular,
assume that there are types # € © and that the share of spending on the traded good is a
function of the people living in the location. That is,

Pn = 0" ({on}) -

I will also continue focusing on the two location version of the model. These types have
the same fundamental utility across all locations but might have different distributions of
idiosyncratic shocks.

C.3.2 Adjusted Proposition

Proposition A4. Suppose that location j is arbitrarily small compared to location u, location
L . Y . A UR

J is in a recession, there are no redistributive reasons for policy =5< = 1, and monetary
policy is such that there is no labor wedge in w. Then in any interior equilibrium, the optimal
period 1 transfer to location j must satisfy

Qa Z ¢jET L Z@j alog¢j 6log€9j U_é‘
0

1 T—a; T—a; & | 4 0Olog £y ou  P;

J 7 dlog¥; 1+0Q

Tj,

where

Q:Z ¢;br 1 _@_’_ 0log ¢/ alogEGjU_é
= , " Flogly, | U B

Proof. In this slightly adjusted setting, hours worked is now given by

o) 1, o p).

1
T
l—a, Yyl 1—a,

HY(Br (6),T) = - (

Then I will consider a change in the transfer to j paid for with a small tax on the rest
on u. Budget balance implies that

0;dT; + Tildlog; + ¢,dT, + T,0,dlog l,, = 0.
The change in total welfare is
AW = \il;dU; + N0, dU,
- (W 1 - 1
=\ U} (—JT'dH' + —dT-> + N\ UE—dT,
1Y C Pj J J P] J CP’U,

= ijVjTjde - Tjﬁjdlog gj - Tuéudlog gu,

where we use the fact that there is no insurance reason for policy. Then population of each
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type changes according to

0log (%7
dlog l; = % (dU; — dU,)
dlog % (s W; Ul Ug
— i, T, — -Car, | .
e (UCdeHJ+Pd BT,

Meanwhile, hours change according to

W.,dH; =
J J 1—04]' 1—Oé]»€j 1— jﬁjalogﬁgj

dlog ly;.

I will then take the limit as f9; — 0 holding fixed the migration semi-elasticities to j. Then
the change in welfare, normalized by the population is

d
ZV = W;r;dH; — Tidlog{;
j
since T,, — 0. In the limit,
0log (%7 UZ,
dlogly; = U P (W dH; + dT;) .

I then turn to solving for the change in hours. This is

Q; o F ¢ Er 1 0logd’
dH; = ——dT; — - —dl gl; J dlog ly;
WidH; l—a; 7 1—q;¥ +Z — a; (; 0log Ly, 08 %o;
¢]ET 1 f@j 810ggz53
= —— + ——= | dlog ly;
1—043 Zl—aj +§10g€9j 0805
¢jEr 1 Ly = 0dlog ¢ dlog (%7 UY,
= W;dH; + dT;
1—% 21—% 0t aloaty| v B, +dr)

Which we can rearrange

Z ¢;Er 1 [ loj (710ggz57] alogéjeUJ ar,

(14Q) =
Wil +9) [1—% o | 0 T olgly, | oU P,

where

0 Z<;5]ET1 egj 0log ¢/ | dlog (7 U},
a;l; 0 log ly; ou P

Therefore, plugging this into the expression for welfare change, the optimal transfer needs
to satisfy

a] +29 ¢, Er 1 [ oj 6log¢>j] 2log (%3 UL

e 1 T—aj £ Z; T Jlogly, U P
J = dlogt; 1+ 0 Tj-
dT;
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C.4 'Wage stickiness only in traded goods
C.4.1 Environment

The final extension I consider is when wages are only sticky in the traded sector. Suppose
that supplying labor to the non-traded sector and the traded are not perfect substitutes so
that the fundamental utility of living in location n is

Un = Un<Cn7 HTna HNTn)-

I then assume that wages in the traded sector are completely sticky, just as before, and
that wages in the non-traded sector are free to adjust. I will further assume Cobb-Douglas
preferences so that

Cn = (CTn)l_a(CNTn)a-

C.4.2 Adjusted Proposition

I will take this in two steps. First, I will define an indirect utility function

WTnHTn + ﬁ (WTnHTn + Tn) + Tn ﬁ (WTnHTn + Tn))

v" (Tn7HTn7WNTn) =U" < P (WNT ) ’HTn’

WNTn

where P,(Wyry,) is the local price index as a function of the non-traded wages, and I have
already substituted in for earnings in the non-traded sector, using the equation for non-traded
demand,

WNTHNTnEn = (WTnHTngn + WNTnHNTngn + Tnfn) .

I then define another indirect utility function

Vn(T, HT) = maxv" (I_Z—'n7 HT, WNT) .

Wnt
The derivatives are then

o 1 Ug+ 1 n a
oT, l1—aP, Wy ™M1 _—q

Ué o
= — 1 "
Pn( +1—04TNT)

n n
Wy, UE
’)H - Tn P TTn-
OllTn n

The derivative with respect to the non-tradable wage is slightly more complicated

51}” . Ug« WTnHTn + ﬁ(WTnHTn + Tn) + Tn §Pn
aWNTn B _?n Pn aVVNT'rL
_ Un (0] WTnHTn + Tn
VI 0 Wi,
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By the envelope theorem,
dlog P,

0log Wity -

Therefore, we can write

ov™ Ug, WoernHry + ﬁ (WTnHTn + Tn) + T, 8Pn
Wxrn  Pa P, Wnrn
U ﬁ (WTnHTn + Tn)
R T
U& ﬁ (WrnHrn +T,) 0log P,
_Fn Witn dlog Wirn
o 1% (Wb, + 1)
— YHNT W]%]Tn
o UgWpoHpn + T, L Py Ugnr
11—« Pn WNTn WNTnt U g
__a UpWrHr, + T,
11—« Pn WNTn Nt

That means that under V™ and the market allocation 77,y = 0. Meanwhile, by the
envelope theorem,

ovr %]

or P,

ovn Ud
a]{Tn a WnFnTTn'

Finally I note that traded hours are given by
¢nET 1
Hp, = —.
’ WTn En

Then I can state the adjusted proposition.

Proposition A5. Suppose that location j is arbitrarily small compared to location u, location

L . Y . AUR
J 18 in a recession, there are no redistributive reasons for policy =< = 1, and monetary
n

policy is such that there is no labor wedge in w. Then in any interior equilibrium, the optimal
period 1 transfer to location j must satisfy

dlog ¢7
1 9B/l
dlogt; ¢ Er dlog 07 U(;v

Ty = ;
dT; ;U P, T3

TT]'.

Proof. Just as before, I will consider a change in taxes. By budget balance, we have

¢ Tidlog l; + ¢;dT; + €, T,dlog l,, + £,dT,, = 0.
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Therefore,
dT, = —% (¢;T;dlogt; + ¢;dT; + ¢, T,dlog?,) .
The total change in welfare is then
dW = \jl;dU; + N0, dU,
=\ l;UL (WT?TTjdHTj + P%dT]) - XuﬁuU}j%udTu
= UiWrjtrjdHr; — Til;dlog by — T, L, dlog by,

where we use the fact that there is no insurance reason for policy. Then population changes
according to

dlogl; = (ﬂg_(g}ﬁj<de —dU,)
_ 51{;’5 e (UJ V]VDTJ dHy; + []ﬂé dT; — []ﬁf dTu> .
Meanwhile, traded hours change according to
WrdHy,; = —% Ldlog(;.

J

Next I note that d¢; = —d/, so that ﬁ—idlogﬁj = dlog/l,. Therefore, the change in total
welfare, normalized by the population in Janesville is given by

d
;/V WrjtrjdHr; — Tidlog £; — T,dlogt;.
J
Then taking the limit as ¢; — 0 holding fixed the alg[gfj,
dw
£ WT]TT]dHTJ Tjdlogﬁj,
J

since T,, — 0. In the limit,

log ¢/ J
dlogt; — glg] (UJ VJK rr;dHy; + l]]f dT)
J
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I then turn to solving for the change in hours. This is

E
WTjdHTj = —%—leog gj
J
¢; B dlogli (W, U,
=1 “Irr:dHp; + —SdT;
Ej aU UCPjTTJ Ty + _P] J
¢, Er dlog 7 U, ¢, Er dlog 7 U,
1 —Cor | dHp; = — —CdT;.
WTJ( YT v B, M T T B

Putting it together, the optimal transfer needs to satisfy

R

17Ty

T J_ T,

J dlog?; ¢; B dlogt3 UL _ "
dT} L ou P T

D Characterizing the Dynamic Model

In this section, I provide details on characterizing the consumer and union problems of
the quantitative model presented in section 5.

D.1 Intratemporal Consumption Decision

Given expenditures FE,(t), households in location n at time ¢ choose consumption to
maximize utility taking prices as given. In particular,

{Cnru(t), Crn(t), {Crmn(t)}} € argmax {(CNT)O‘(CT)l_O‘
CnT,.Cr{Crm}

CT = (Z ¢r;n(CTm)Udl> - )

Zmen(t)CTm + pNTnCNT < En(t)}

I further break this problem down into a traded consumption problem and then an
aggregated consumption problem. Suppose that the household is spending Er on trade
goods. Then the household solves the problem

max (; %(Cm)a)
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such that
Zmen(t)CTm < ET-

Raising the maximand to =% and taking the first order condition with respect to Crp,, gives
o—1 1 1
)\men(t> = qbfn(CTm) .

Defining p = (A>%5)77,Crm = f1@mPrmn(t)~7. Then the budget constraint is

= Z HPTmn (t) 1ia¢m

S oD ()7

Therefore, traded consumption is

(2 Qs;n CTm 7 )
(Z st% ,uqumen t) U)a;l> 7

(g’
= Ebr <Z Qbmmen(t)l_U)

Defining pra(t) = (3, Srprma(t)'=7) 77, Cr = - Furthermore,

o
o—1

o—1
n

men(t)CTmn (t) = ¢m (men (t)) B an(t)CTn(t) (Al)

Prn

Then choosing between traded and non-traded, the household solves the problem

a -«
A, (v (e

such that
anCT =+ pNTnCNT < En(t)
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Taking the first order conditions,

pra(t)Cra(t) = (1 — a)E,(t) (A2)
and

PNn(t)Cnrn(t) = a B, (1). (A3)

D.2 Labor Unions

In this subsection, I derive the key equations describing how unions operate in this model.
I start by taking as given wages of each union and characterizing labor supply and production.
I then turn to the maximization problem of the unions and derive the equations describing
how wages move.

D.2.1 Labor Demand

The final, competitive producer looks to maximize profits taking as given wages of each
of the unions. That is

Ya(t), {Yalw, 1)} € argmax{pn j W, )Y dw‘

Y)Y (w)
roalfroe] )

The usual CES algebra, reviewed above in the consumer maximization problem, implies that,

pa(t) = Ain Uol Wn(w,t)1_€dw] - .

Furthermore, demand for the labor of union w is

Production is Y, (w,t) = Hp(w,t)¢,(t). Therefore, the total amount of labor demanded is
given by

- oA f (W;(Z)t)) Tt



Then I solve for wage earnings. That is

fo Wi (w0, £) oy (w, ) — fo W (w,4) Y’éi‘g;)dw

! Wo(w,t)\ ¢
= caa |, et () o
Yo (t)pa(t) 1—e
= LA EJ Wi (w,t) “dw
_ Ya@pa(t ) 1
_ pn<t)Yn<t)
)
Then defining
So H,(w,t)dw
) Pal)Yalt) /bt >
Wﬁ Jo W, ) de
. Al 6pn<)
So )~¢dw
Anpn(t)
SO (VV:p:) ti) dw
we get an expression for wages as a function of vE(t) = So (Wn(w §§>76 dw. Then we can also
write hours
5 ) Hy(w, )dw Y (t)
Hn(1) A — 02 (1) ) (A4)

D.2.2 The Union Problem

Next I characterize the labor union’s problem. A union that gets an opportunity to

choose wages at time t looks to maximize welfare of the workers there. The utility that the
-0

households get from more earnings at time s is %. Meanwhile, the utility loss from

working more is —H,(s)".
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Setting a wage of T leads to hours demanded H at time s given by

T Yn(W)

Therefore, the flow utility at time s is

Cn(s)_e

"B (s) WAL () Ya(s) — Ha(s)"W AT pu(s) Yals),

when there is a subsidy of kK on wage earnings. The union then chooses W to maximize

i . s Cu(s)™ =4 T 1
Wy(t) = argmaxf e~ (PHow)(s=t) [K—W ¢ — Hn(s)”W_e] AT 0 (5) Y5 (s)ds.
W t P,(s)

To undo the monopoly distortion, x = —. Taking the first order condition with respect

to W and rearranging I get

- §, e (Pt H, (5)14,(s) 1p,(s)Y,(s)ds

Wn(t) s :
§7 e toron) a0 GIL A (5)1 B, (s0Y,,(s)ds

~—

I then define a variable X7, (t) as the numerator and Xy, (t) as W,,(¢) times the denominator.
Then these variables change according to

Xin(t) = —Hu ()" An(t) " Pa(t)Ya(t) + (p + 6u) X1n (1), (A5)
and

Cu(t)™*
Bu(t)

Xon(t) = =W,(t) An(t) T P () Ya(t) + (p + 0w + 7 (1)) Xon(8), (A6)

where ¥ (t) = W"Eg Then to describe how wages change, note that

t
W, () :f Swe 0 =TI (7)1 ~<dr.

Taking the derivative with respect to time I find that
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or

- [(3)"- )

Next we need to describe how the misallocation term changes. rewriting in terms of when

wages were set,
T s (W)
P (t :J e 2 | 2 dr.
=) W, (0

Taking the derivative with respect to time I find that

20 =0 (2R )+ ent) - b.)er(0) (A%)

E Linear-Quadratic Approximation

E.1 Summarizing Equations

Summarizing the equations describing equilibrium, I have the following. For total welfare,
W = ZJ e Pt lz An () Un (8) €5, (t) — ¢ ZZ S\nm ()€ (t) exp (v (v (t) = Tenm — Va(1))) (vm(t) — Vi(t)) | dt,
~ 0 n n m

where A, (t) is the planner’s average weight on households living in location n, and Ap,(t) is
the planner’s average weight on households moving from location n to location m at time .
The constraints can be written as follows:

n(t) = —Un(t) — 8V (t) + (p + 8¢)vn(t)
exp WV, (1) = D exp (v (U (t) = Toum))

lalt) = b0 <Z exp (V(vn(t) = Tomn = Vin(1))) lmn(t) — M@)

Hn(t)l-i-ﬂ
1+n

1

PTn(t) = <Z Om (Tmnpm(t))la) h

meN
Py(t) = pa(t)* Pra(t)' "
E,(t) = W,(t)H,(t) + T,(t)
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Pu()yn(t) = @Bn(t)Cn(t) + pu(t)yra(t)

Dwenl) = o (Tl >)1_0<1—a>En<t>fn<t>

Xin(t) = —Ha(O)" A pa(t) Yalt) + (p + 80) Xua(t)

E.2 Loss Function

I do a second order approximation to the welfare function. I then do a second order
approximation to the constraints and make substitutions until the welfare function is only
second order. Derivations are available upon request.

In doing this, I need to make two assumptions so that the observed equilibrium is ef-
ficient. First, I assume that § = 1 and A\, = E,. This guarantees that the planner has
no redistributive reasons to transfer money across locations in the steady state. The other
assumption I make is related. I need that there is a 1 such that

1/}1 = Xn(]n - 6ZZ :\nmﬂ-nm(vm - Vn)

I further assume that

)\nm[l + V<Um - Vn)] = wn27

for some ,,5. 1 set

n

by — ¢ l,
Py = ; MU+ T log N (Z 7An>
and back out ¢,5 from the equation,
XnUTL - 1/}1
= Tm—Vn
¢ |:Zm Tnm m]

wn2 =
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This guarantees that there are no first order reasons for the planner to distort household’s
migration decisions. Then the loss function is,

Wit) — —% S Rt (30) ~ Valt)) i

+ Al U (8) (1)

+ other terms independent of policy,

where
s PTmn CTmngn
" PmYrm
is the share of spending on tradable goods from location m that people in location n account

for and

¢ _ menCTmn
" Zk P7inCrin ’

is the share of tradable spending on location m for a household in n.

E.3 Linearized Constraints

The constraints can then be linearized. Derivations are available upon request.

~

Un(t) = Eu(t) = Pa(t) — Ha(1)




() + Grm(t) = G+ > S [<a 1) Pra(t) + Bu(t) + éna)]

Ho(t) + 0,(t) = a (En(t) 40, (t) — wn(t)> + (1= a)jralt)

Fnlt) = u(p + 00) | (t) = Eu(t) = nHa(D)] + pa()

~
3 ‘

0,(t) = o, [Z b [v (50t = Va®)) + Ent)] - An(t)]

F Calibration Detalils

In this appendix, I go through the details of how I calibrate the trade flows, the migration
flows, and the observed policy response.

F.1 Trade flows

As described in the main text, I get state spending on other states from the 2002 Com-
modity Flow Survey. I then construct a matrix of the share of each state’s traded spending
on every other state. I assume that the trade costs between two distinct commuting zones
n and m are

log 7., = dp log distance,,,, + 0y

where distance,,, is the bilateral distance between the population centroids of CZs n and m.

I then guess values for dp and dg. I then solve for and Pr, in
()7 (% )1 '
Tmn) 0 12
W Honl = 3 ) (1 a)E,

(PTn)l—a

n

where -
-3 (1)

and W, H,,(,, and E, are observed in the County Business Patterns data. Having calculated
that, I then get spending flows between CZs,

l1-0o
i (%)
an = o (1 - Oé)En

l1—0
PTn
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I then aggregate up to the state level and calculate the square loss of the implied con-
sumptions shares in the model and the implied consumption shares from the data.

F.2 Migration flows

I construct CZ-to-CZ migration flows over one year from the American Community Sur-
vey (ACS) for the years 2006-2022 leaving out 2020 due to the pandemic. Households report
their current Public Use microdata area (PUMA) in the current year and an adjusted Public
Use microdata area called the MIGPUMA in the previous year. The MIGPUMASs occassion-
ally include multiple PUMAs. I start by assuming that if a household did not move, they
are in the same commuting zone now as they were last year.

For those household who did report moving, I use crosswalks from the census to map the
MIGPUMA onto the PUMA, weighted by the relative population. I then use the PUMA
commuting zone crosswalk from https://www.ddorn.net/data.htm to map that into com-
muting zone to commuting zone migration flows. I then run a regression of log migration
flows on log distance with starting and ending location fixed effects.

Then setting dp to be equal to the value of that regression, I search over ¢, and dg to
match the observed share of people who still live in the same commuting zone one year later.

F.3 Observed Policy Response

I assume that the decrease in the income tax rate happens immediately after the shock
and is constant and permanent. I then choose a value so as to minimize the distance between
the chosen value and observed estimates in Figure 1 weighted by the standard errors.

I model the payments from public assistance programs as

exp(d; - (t + 04))

) = O oG, 1 0))

I then search over ¢y, 0., and §; to minimize the square error normalized by the standard
erTor.

G Computational Algorithm

In this section, I describe the computational algorithm. I stack all of the variables into
vectors. I start by describing the state variables x(t). These are stacked so that

I consider shocks



I have the planner directly chooses expenditure at each time ¢, which is equivalent to choosing
transfers,

y()[n] = Ea(t).

Then I also include a vector of intermediates variables

I then put the linearized system into matrix form. I write the loss function as
~ ~ ~ ~ T ~ - ~ ~ ~
W(t) = (Axx(t) + Ayy(t) + Agu(t) + AQZz(t)) A (Aza:(t) + Ayy(t) + Agu(t) + Azz(t))

where A, is a diagonal matrix and each entry corresponds to one summand in the expression
of the loss function.
The intermediate variables obey equations that I summarize in matrix form,

Q.2(t) = Qux(t) + Quu(t) + Quu(t).
And the state variables evolve according to
@(t) = Bya(t) + Buu(t) + Byy(t) + B.z(t).
I then solve for z(t) as a function of the other variables

2(t) = ()71 Qa(t) + ()7 Quu(t) + ()T ().

I then plug this into the welfare function and how the state variables evolve to get a simplified
system

W(t) = (Agz(t) + Ayy(t) + Ayu(t))” A, (Agz(t) + Ayy(t) + Ayu(t)),

with the matrices

Ay = Ay + A7,
A, = A, + A ()71,
A, = A, + A (Q.)71Q,

I then multiply the matrices out to get

W = 2T(t) Apax(t) + uT () Auzx(t) + yT () Ay (t) + uT Ayyu(t)
+yT (1) Aguu(t) + yT (1) Ayyy(t),
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where
Age = ATAL A,
Aue = ATA A,
Ay = ATALA,
A

uu A;I;AlAu
Ay = ATAA,
Ayy = ATAL A,

Computationally, constructing these matrices is not feasible for memory reasons. Instead,
I break up the loss function into sub-problems and follow this exact procedure for each sub-
problem. I then add all of the results together to get the final welfare loss function.

The state variables change according to

#(t) = Bra(t) + Buu(t) + Byy(t),

where,
B, = B, + B.(Q.)"'Q,
B, = B, + B.(Q2.)7'Q,
B, = B, + B.(Q.) Q..

G.1 Solving for Equilibrium

I start by describing how to solve for equilibrium taking as given how y(¢) and u(t) are
changing. Suppose that shocks and transfers take the form

y<t>={9 b<rT

y t=T

and

u t=T.

u(t)z{g t<T

That is, there is a permanent shock starting at time 7. Below, I describe how to solve the

model for this type of shock. Then I can approximate many time varying shocks using these

results. Since the the model is linear, to get the full equilibrium response to a time varying

shock, one simply needs to add together the equilibrium response to the shock at every point.
The computations then proceed in a few steps.

G.1.1 Steady State

I start by finding the steady state. To do that, I first find the eigenvectors of B,. In this
model, there will be 2N — 1 negative eigenvalues if the system is stable, and one 0 eigenvalue
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associated with the overall price level. I will denote by (i,...,{4n the eigenvalues and
v1, . ..v4n the eigenvectors. Denote by C the change of basis so that if Z is in eigenvectors,
x = (7 is in the usual basis. Then the steady state must solve

— (Bu + Byy) = B,x°°
— (BT + B,y) = CB,C 2%
~C7 Y (B,u + B,y) = B,C 'S

xtemp

where B, is diagonal. I then find some vector :zrfef,w that solves this equation. Then

SS SS
X = xtemp + o NU2N,

as B,vony = 0.

G.1.2 After ¢

I can rewrite the system after ¢t > ¢ as
i(t) = By(z(t) — z°%).

Therefore, in order to converge to the steady state, starting at time ¢ there exist values

aq,...qan_1 With eigenvectors vy, ...von_1 such that
IN—1
x(t) — 2% = 2 v et
i=1

G.1.3 Before t

Before t, we know that
2(t) = Byx(t).

We also need that £,,(0) = 1,(0) = 0. Then the system evolves according to
AN
z(t) = Z ﬁiviegt
i—1

G.1.4 Putting it Together

The equilibrium then follows

x(t) = {Zﬁvl Biv;esit

2N—-1 ¢ SS
Dy ;0% + aaNUaN + T

~ o~
VoA
SN
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I then solve for «; and (3; so that

2N—-1
7 7 SS
Z /Bivieg = Z O_/i?)i@@ + aonVoN + xtemp’
» i=1

and £,,(0) = 1,(0) = 0.

G.2 Optimal Policy

Next I describe how to solve for optimal policy. The planner faces the problem of
0
max J e [xT(t)Ama:(t) + uT(t) Az (t) + yT(t) Ays(t)
y(),z(t) Jo
+ uT Ay u(t) + yT () Ayuu(t) + yT(t)Ayyy(t)] dt

such that

x(t) = Bya(t) + Byu(t) + Byy(t).

I set up the current value Hamiltonian and then take the first order necessary conditions

0 = 24,,y(t) + Ay (t) + Ayu(t) + (1T (1)B,)T
put) = [u(t) = 2Ap2(t) + (uT(H) Aue) " + (Y7 (H) Aya)T + (17 (1) B2)T -

I rearrange to get

2A,,y(t) + Ayez(t) + Ayu(t) + Bju(t) =0

—2A,,2(t) — Al u(t) — Ajy(t) + (pl — BY) u(t) = pu(t)
B,x(t) + Byu(t) + Byy(t) = o(1).

Solving for y(t),
y(t) = 54, l[Aym By] lzgm + Ayuu(t)] |

I can then set up a matrix that describes how the state and co-state variables develop.

This is
- [t a2l [ [ o
R (l—QBjm pI[—OB;] - % {—%;I] Al [Aya B;]) Hg]

B, 1| B _
(e

=



I then define the matrix,

B 0 1| B
@E[ : ]__[ y]AleBT,
—2A4,, pl— Bl 9 _A;x vy [ Y y]
with shocks T B
Bu —1
Ve l—ALJ 2 l—Ay;J Ao A

The solution to the planner’s problem can then be described by

x’(t)] [x(t)]
) =V + Yu(t).
o] = v o] e

I then solve this the same way I solve the equilibrium problem above for a shock that
starts at some time 7 and is constant afterwards. The only difference is that now there
are 8N eigenvectors, 4N — 1 eigenvalues are negative, and one is 0. I then include initial

conditions én(O) = 0,(0) = 0. v, and 7, are jump variables, so their associated co-state
variables must start at 0, pp(0) = p7(0) = 0.

H Per Capita Labor Demand Effects in Dynamic Model

Proposition A5. Suppose that there is a continuum of locations with no migration costs
and wages are perfectly rigid (8, = 0). Then, after a small demand shock ¢, the total effect
on per capita labor demand of a small transfer at time t' is

. X
J e’ptﬁn(t)dlf"(t) dt = ( @ 7 (1 - e‘s‘t/>) e b,
0 dT,(t") l—a p+d

Proof. In the limit with an infinite number of locations and fully rigid wages (§,, = 0) the
system is described by

zA]n(t) = _0n(t) + (P + 5@){%“)
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Integrating up the utility equation

w A
On(t) = J e~ (p+e)(s—t) w(s)ds,
t

Integrating up the labor equation, using én(O) =0,

t
l,(t) = 55VJ 605, (s)ds.
0

Then solving for ,(t) in terms of transfers
t

0o (t) = 5WJ D, (s5)ds
0

t 0
= (551/J e‘sé(sﬂj e’(””‘)(’”’s)fn(r)drds
0 s

t oo
= 5gye_5ftf J P23 = (00T (1) drds
0 Js
t pr
= 551/65”J J e (P23 o= (eI (1) dsdr
0 Jo
o ot A
+ (531/6_5‘tf J ePH200)s o= (P3N T (1) dsdly
t Jo
t L (p+28,)r _ 1 .
= 5gz/e‘s"tf R e~ PO (1) dr

o Pt20

0 200)t
+ 5gl/€_5ltf ue_(”ée)rf (r)dr

551/ —dpt J\Oo —(p+0d¢) T
=——¢ e "I, (r)dr
t o]
OV f DT () dr + OV f PO (1)
p+ 20, 0 p+ 20, t

Then taking the derivative with respect to T,,(r) for r < t is

dlin(t) _ eV e~ Sete=(p+80)r Oev Oe(r—t) _ =it OV [eaﬂ _e—(p+5g)r:|'
dTn(T) p+ 20, P+ 20y P+ 20,
For r >t
ull) _ OV trgtowbir o OV —torsr—t) = O i [olowdie _ g=bur].
dT,,(r) p+ 20, P+ 26, P+ 26,

Then I look to find the effect on hours. Hours are given by

~ ~ A (0%

T (t).

l—«o



Therefore,

dH, () diy(t) Lo
dTn(T) d’fn(r) -«

r=t-

A ~

Meanwhile, starting with no transfers, hours are given by H,(t) = ¢,. Therefore, defining
X, = § e Pt H,(t)%dt, I have

dX O dH(t
- =J e "H,(t) A”()dt
dT,(r) 0 dT,(r)
* - di,(t «
= | e o.(t) | ———= + L | dt
Jo Pu(?) dl,(r) 1-— '
© L dly () , o
=— e P p, (1) ——Ldt + e (7
J, 0t Onr)
Plugging in for how population changes,
dX, ol (t )
o J e (t) 22D gy 4 g () ©
dT,(r) 0 dT,(r) -«
T dly(t) o o O dl(b)
= | e Po,(t) —Ldt —e ", (7 —i—f@ptnt L dt
J, S A b [0
«

_ JT eipt(zgn(t) 5ZV 67(p+5l)7' [e(p+6g)t _ e*égt:l dt o efp’r‘ggnO,,)l
—

o0
- J e_”tqgn(t)e_éft—(sﬁy [65” - e_(p+5‘f)r] dt
+
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I then integrate

dX, ) " ~ .
- _ 124 e(p+6g)rf efpt(bn [e(p+65)t o 676@5] dt — efprqﬁn o
dTl,(r)  p+ 20 0 I
Ogv 5 5 * R
+ % [e o _ ot ‘f)r] J e Ploe 0t dt
P L r
Opv ~ (" Opv ~ (T
_ —(p+ée)r det ¢ —(p+de)r —(p+de)t
= ——¢ On | €e'dt — ———e qﬁnf e dt
p + 20, Jo p+ 20, 0
"1l -«
0] o]
+ f_éz(’)' €6ﬂ(]3n f e~ P+t gy fg(s ggne*(fiﬂse)” J e~ (p+oo)t 1t
p 4 T p ¢ T
Oor — 1
_ O 6_(p+5z)Tq§ne o1 _ O e—(p+5z)r Ane (pt+de)o _ 1
p+ 20 d¢ p+ 20 —(p + de)
_ P
¢ " on l1—a
6@” 5@7’ R e—(p+6[)oo — 6—(p+5g)1”
p+ 25g H1 —(p + (55)
~ (Sgl/ 1 1 (0%
= & — ¥ —pr _ —(p+de)r\ _ —prp
p+25g[5g p+5g](e c ) c 'ull—a

We can then rewrite to get the result.

I Computational Robustness

I.1 Idiosyncratic Shock Robustness

In this section, I show how robust the optimal policy time path is to varying key model
parameters. In particular, I plot the time path of optimal transfers in response to a demand
shock while varying key parameters determining the relative strength of the migration and
stimulus effect in Figure A5. In Figure Aba, I vary the speed of migration ¢, holding fixed
the long run migration elasticity. Figure A5b varies the degree of wage rigidity. Figure Abc
shows how the policy changes with the local multiplier, and Figure A5d shows how sensitive
the policy is to the long run migration elasticity.

I start by discussing how the speed of population change affects the optimal policy in
Aba. When population adjusts very slowly (i.e. d, is close to 0), the optimal transfer never
falls below the long run insurance level. That is because the planner cannot affect population
on the time scale necessary to affect the recession. People might be very mobile in the long
run, but if they will only move out 10 years after a policy change, there is no macroeconomic
benefit because wages will have already adjusted by that point. When people are very quick
to move, as suggested by the impulse response in Figure ??b, the migration effect becomes
more important because people’s migration decision is very responsive to planned taxes.
Therefore, when 9, = 0.35, the optimal transfer becomes negative not even 7 years after the
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Figure A5: Optimal Policy Robustness

(a) Varying dy (b) Varying 0y,

0.6F 0.05 0.6} 01

0.15 0.3

—0.25 —().7

0.35 —1.2
0.41 0.4}
0.2} 0.2}
0.0 0.0+

0 10 20 30 0 10 20 30
year year
. 4 | 4
(c) Varying « (d) Varying -5

0.6+ 0.4 0.6+ 21

0.5 2.9

—().7 — 4.5
0.4} 0.4}
0.2} 02|
0.0} 0.0f

0 10 20 30 0 10 20 30
year year

Note: This figure shows how the optimal policy changes with various parameters.

demand shock. It then rises back to the same level of long run insurance transfers.

Next I vary the speed with which wages adjust in A5b. Similar to d,, varying d,, plays
a large role in how important the migration effect is. The main difference is that while
increasing ¢, speeds up the movement of households so they can respond while the recession
is happening, decreasing ¢,, slows down the wages so that the recession is still happening
while population slowly adjusts. Thus, as wages become perfectly rigid (i.e d,, becomes
very small), the optimal transfer becomes negative for a large number of years following the
demand shock. As wages adjust more quickly, migration cannot react in time so that the
transfers never drop below their long run insurance levels. However, the basic structure of
generous transfers that quickly fade out remains robust.

Varying the home bias in consumption a has very different impacts on the optimal trans-
fers as seen in Abc. Increasing o makes stimulus payments much more effective. Therefore,
as a — 1, the stimulus effect always dominates the migration effect so that there is no large
dip in the optimal transfer around year 10. However, when transfers are very effective at
stimulating the local economy, the government does not need to transfer as much money to
a region in a recession to stimulate it. Therefore, at time 0, the optimal transfer is actually
decreasing in the degree of home bias.

Finally, I show how the optimal transfer changes with the long run migration elasticity in
Figure Abd. Increasing that elasticity changes the insurance effect because it increases the
misallocation caused by giving a small transfer to the region. Therefore, the optimal long
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Figure A6: Optimal Policy Response for China Shock with Alternate Timing
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Note: This figure plots the coefficients of a regression of optimal transfers relative to original income on the
size of the China shock for each time ¢, weighting by pre-shock population. It is done for a China Shock
that happens all at once for different years.

run transfer decreases in the migration elasticity. This comparative static also changes the
migration effect. When households’ location choices are more responsive to transfers, the
government will want to tax a recessionary city more to encourage people to get out. Thus,
the optimal transfer becomes negative around year 10 if the long run migration elasticity is
3.7.

I.2 China Shock: Timing, Expectations, and Comparison

Here I consider how the optimal responds to the China shock with alternate timing
assumptions. In particular, I plot what the average optimal policy would look like if it all
happened on one year. Figure A6 shows the results of regressing the optimal transfer, as a
share of initial earnings, to each CZ on the size of the demand shock it received weighted
by population before the shock for different timing assumptions. When the shock happens
exactly on the year 2000, the planner immediately provides generous transfers that slowly
fade out. When the shock hits in a later year, the planner starts by taxing people who are
in the location so as to encourage them to move out before the China shock hits. Then
after the China trade shock hits, the planner provides generous stimulus transfers that then
slowly fade out.

In Figure A7, I plot the optimal policy response to the China trade shock if it all happened
in the year 2000 and the idiosyncratic demand shock considered in Section 6. As one can see,
the transfer to the region with an idiosyncratic shock is more generous immediately after
the shock but then drops significantly lower after the year 2005. By contrast, the China
shock calls for slightly less generous transfers immediately after the shock which then slowly
converge towards their long run efficient levels.
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Figure A7: Comparing China Shock to Idiosyncratic Shock
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Note: This figure plots the coefficients of a regression of optimal transfers relative to original income on the
size of the China shock and compares it to the optimal policy in response to an idiosyncratic shock.
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